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Abstract

Thelist of applications requiring high performance computing resourcesis constantly growing. The cost of
inter-processor communication is critical in determining the performance of massively parallel computing
systems for many of these applications. This paper considers the feasbility of a commodity processor-
based system which uses a free-space optical interconnect. A novel architecture, based on this technology,
is presented. Analytical and smulation results based on an implementation of BSP (Bulk Synchronous
Parallelism) are presented, indicating that a sgnificant performance enhancement, over architectures
using conventional interconnect technology, is possible.

Keywords: Pardlel, BSP, opti@l intercomed, sorting.

1. Introduction

A fundamentd aspet of pamllel computiing is scakbility and efficiency Recent focus has been on
computaional clusers built from low cost commodty components, e.g.Cox etal. [2]. These sysemsoffer

high pefformanceat low costand are becoming commorplace within the academ¢ commurity. For such
systems, a critical factor in determining overdl peformanceis the speed with which inter-procesor
communication ocaurs. This is paticulady true for high-bandvidth agpplicaions suchas data mining and
real-time grgphics. However, physcal limits on éectrical interconrects as indicated by Miller [15] are
likely to limit the commuricaion performance of systtmsbasel on such technology [20]. Consequently
this paper consdersthe use of commality processors commuricaing via an optoeletronic interconnect, to
build a highly pardlel machine. This offers the potential to design an architedure with high-sped inter-

procesor communication, s@lable up to lage numbes of procesrs. It is shown that a potentid
bottleneck in the interface between eledronic and opticd communicaion can be overcome by caeful

consideation of architedural and agorithmic desgn, ensumg that the optical bandwvidth is utilised

effectively such thatsignificantperformance enhancenent s obtaned.

Specifically the paperaddreses the feasibility of a computationa cluste with a high bandvidth FreeSpece
Opticd Intercomed (FSOI). The architedure is based arourd a commadity PC cluster (the term PC is usel

in the paper to signify acommality processor) with communicaion occurting via the FSOl as expainedin

section 2. An additiond smart-pixe basel layer is added, with the purposeof interfadng between the PCs
and the optica intercomed. This layer must be utilised in such a way as to overcome the problem
preenta by the bandwidth bottlened in thelinks to the PCs It is envisagedthatthe smat-pixe layer will

haverelatively simple computational functionality, e.g. to suppart combining and reordeing of messages

usedin the BSP computaiond model (see section 3). By ensuringthat each PC hasa unique link to the



smat-pixe layer, it is expeded that, since the cost of communication beween the smat-pixel and PC
layers does not increasewith the number of processors,this architecure will be salable with respedt to
communication cost. The propsel achitecture is shown schemadically in figure 1.

The optodedronic architecture is chaaderised by a number of key paraneers alo shavn on figure 1.
The processorspeel, sp is thetime taken for a basc computaiona operaion (i.e. 1 flop). Communication
between the PC layer and the smat-pixe layer is chaaderised by the latency and bandvidth pamametrs,

L.. and B,., whee L, isthe minimum time taken to send a mesage betwesn the smat-pixel and PC

PC

layer and is assumedto be independnt of diredion.B,. is the bandwidth available in commurication
between the® layers. Specifically, B,. is the number of bits per second that can be communicated by a

link between a PC and the smat-pixd layer. The assimption is madethat each PC hastwo links, so that
two-way comnunicaion betveen the PC and smat-pixe layers can occur simultaneously and
independently. Findly L and B

opical are the latency and bandwidth assocated with communication

optica
between apair of smat-pixe arrays.

The pager is organisad as follows. Section 2 desribes the chaaderisation of the optodectronic
interconrect performance, i.e. comrmunicdion betwesn smat-pixel arrays. The physical implementation of

the intercomed is disaussed and the values of B, (asa function of the numberof procesrs, p) and

L are estimated. Sedion 3 introduces the Bulk Synchronous Pardlel (BSP) computaionad modd (see

opica
Skillicorn etal. [20]), which forms the basis of the anaysis This is followed in sedion 4 by a degription
of a method of implemeiting BSP on the optoeletronic arditecture shown in figure 1. Methods of
approxmating costmodel paiameers in terms of physca parameters are al desaibed. In particular, the
bardwidth and latency figures used to chaaderise the system (see below) are comhned into a single

effective bandvidth and latency of the system architedure ( B, and L repectively). Since there are a

optica
large nunberof parameters required to chaaderise the system, they are summaised in table 1.

Implementaion of the BSP modd on the optodedronic architecture is disaussed, in sedion 5, in the
contextof a typical computing problem: integersorting. Analytic results are asesed by comparson with
those generated by discree-event simulation. Sedion 6 addresses this issueand summaises the man

resultsand conclusbns ofthe paperand dsaussesfuturework.



2. Characterisation of the optoelectronic networ k

This sedion models the bandvidth and latency ( B and L, ) of the optoeletronic interonnectfor a

opica
Compldgely Connected Network (CCN), implementd via a FSOI system. This is constucted using
modulabr and detector arrays linked by an imagereay lensing system as discus®d by Dineset.d. [5] and
Gourlay etal. in [7]. Typical performance parameers are availablefrom expelimentsperformed at Heriot-
Waitt Universty for the FSQ technology consideed hee.

The commuricaion betwesn any processor pair is single hop, such thatthe signa remans in the optical
domain from source to destination. Signd beamsare added and removwed from the optical interconnect by
controlling the polarisaton. At each node the polarisaton of the bean determineswhether the bean is
diverted out of theintercomed to the SmartPixel Array (SPA) or cortinues. This formsa sinde busbasel
system. For salability, multiple buses can be utilised in pardlel asis currently done eedronicdly. For
simplicity and withou lost of generdlity only the single bus-basel system is consideed here

The communication betwen thesmat-pixd and optical highway layers is chaaderised by the bandvidth

B, (the opticd highway bandvidth), B, (the off-smat-pixel array banadvidth) end thelatencies L, and

L, - The® aeuse to deive B, and L_, , (seetable 1) Thechaaderisation of commuricaion in this

opica opica
architecture is siownin figure 2.
The following temminology will be usd to desaibe the @mmurication link betveen SPAs.
1. Phystd link — A real 1 bit wide channelconsisting of a modulator, detestor and conrecting
lens system.
2. Logical link — The dat link assee by the commnunicaions syssem. This consigs of a number of

physical links and hasthe ggregate bandwvidth of them.B is thebandwidth of a logical link.

opica
3. Group — The transcérers on a paticular SPA forming phydca links travesing the same
number of optical relays (i.e. the samedistancg. The anal/sis asumes wrap-around links & the
endsso each group will consig of the transcevers for two logical links, oneto theleft and one to
theright. Let Ti bethe number of transcdaversbelongng to the ith group, on the SPA opefating a

physical link bandvidth, B, , between transcevers i links apart (Note that for a CCN there are

X = P/2groups forevenp and X = (P —1)/2for oddp).



The following assimptions havédeen maden order to deemine an expresson for B, :
Al. The underlying network operates well within the physical limitations of its design to ensure that thereis
room for signalling, fault tolerance and other essential controls.

A2. The number of transceivers available on a SPA chip is greater than p, the number of processors, and

B

., iSnot near saturation.
A3. More than one physical link per data link may be exploited so that each logical data link has the same
bandwidth and there are as many physical links as required to maintain the integrity of the logical
bandwidth [14].

The first assumption ensurs that it is possble to manufadure the network. The second implies B, is

limited only by Bg,and from assumpgion A3, B, =BT =BT, =..=BT, which leas to the
expresion,
By, =25 BT ®

where X is defined above. The bandwdth of a physcal link within an opticd highway of more than one
stageis limited by the disspation of optical power betwveen the stages(i.e. deedor/receiver limited) as
indicaed by Layet etal. [14]. Further, the opelating speed is linear in power disspation, (e.g. seeHedht

[9]) and this depend primarily onthe sze and topology of the network. This gives

B =¢&'f, @
where § is the efficiency of the optics between transcevers 1 link apat and f, is the nomind
communicating frequency of an unatenueted transcever par. Since the operaing range of andogue
eledronics is limited compaed with the modulators and deecors avalable [6,22], the value of f,is

dependnt on the design of the anabgue driver eectronics. Typicdly, available driver eledronics operate

in the500Mhz to 1GHz rangeaacording to Fabesetal. [6].

On noting that ZiTi < N, wheee N is the maximum number of transcaver pairs on a SPAIt follows from
1=1

equatdbns(1) and (2)that for asumpion Al to be tue,

1. 10 1, E*A-§)0
B <—fN»—n =—=fN 3
mica <5 TN .E > T E’W% )]



The second parameer requredto evauate the optoeledronic intercomed is the latency, L., Whichisthe
minimum timerequired to gnda messae betveen aSPA pair. Let,

Loplical = LS’A + LOH (4)
where Loy dendesthe tme of flight dong theoptical highway, which @n be simated as

Loy =4 G)

Here g is helength o asingle opticd link and c is the sped of light.

Lsa comprisesboth the mesagecombining/routing (see sedion 3), and the latency of the eectronic-opticd
conwersions. The time required for any compuation on the SPA layer has not been fully invedigate.
However, the following approxmation of Loyica IS sufficient for this paper As the chips are based on Field
ProgammableGateArray (FPGA) techrology it is assumedhe mesage comkining androuting is a cade
speéls (i.e. 3-10 ng)[10,18]. The latency of the dectronic-opticd conversons hasbee investigated by
Dambreet.d. in [4] and has been found to be of the order of 5-10 ns using state of-the-att comporents
according to the Technology Roadnap [20], which is commensurte with expelimentd results obtaned at

Herot-Watt [22]. This givesan estimatal Lsa Value of 8-20 ns,resulting in aworst-caseestimate of,

L = gq +20 (ns) ©)

optical
P c

Tablel providestypical vauesof aurrent,state of-the-art componentsand isused throudpout the anaysis.

Subsituting thee into Eq. (3)and (6) givesthecritical equatbns,which areusal in later sectionsin the

paperi.e.
[0.05x0.95* O .

Bopicas <81925—— 217 (Ghit/s) @)
01-095" [

and

Lopics =1.67p+20 (n9) @®

This dlows for up to 235 proces®rs a 1Gbit/s, with optica latency of =412ns,in a single bus basel
system.
The assumedgeomety of the system (linearchan of SPAs) is primaiily respansble for the apparent non-

salability to large numbers of processors In paticular, the limit on the number of proces®rs is dueto the



numberof physical links regured becoming greate than the numbe of chanres availableon the SPA, i.e.
16384 in this example(see table 2). It is possible to sugport more procesors by reducing the logical
bandvidth required so that fewer physcd channds arerequred for eachlink. For example, redwing the
required bandvidth to 500MHz allows a singlebusto support over 260 processors. If a higher bandwvidth
and more processors are required, additiond buses can be added. This could resultin a more s@lable
system at the cost of a dight increasein latengy and morehardware In alarger system a 2D or 3D layout of
SPAs would be deployed (possbly with multiple buses per dimenson) to provide the scdability up to

severd thousandprocessors.

3. TheBulk Synchronous Par allel (BSP) model

The concept of separming commuricaion from computation and sendng large amounts of dat at once
seemswell suited to the optodectronic architecure, since daa padets can be combinedinto muchlarger
mesayes before being sent to a processor. Consequently, the BSP computational modd is taken as the
bass for consideing the potentid of this architecture This section briefly desribes the BSPmodel andthe

assochted cosimodel
3.1. The BSP modd

The BSP modd is basedon a pardlel computer, consising of a se of processors (each with local memory)
a communicaion networkthat delivers mesagedirectly between procesorsanda mechanisn for efficient
synchronisgion of all or any subset of the processors A computation on a BSP computer consists of a
saies of supxrsteps, each of which involves three phase: Firstly, the processors peform a locd
computation, i.e. eah (or a subsetof) the procesorsperform a compuaton, using daa thatis stored in
ther local memory.This is followed by a communication phase whele ead procesor sendsdag to other
procesors to be receved at the beginring of the next superstep. Finaly, a bariier synchronisation takes
plae; dl procesors are guaranteed to have receved data sent in the previous phag at the end of
synchronisation. A virtue of the BSP model is in the communicaion phase.Sinceeach processor comhines
all its mesayes destined for the same procesa into a single mesage contenton can be relieved by re-
ordering messagesprior to sendng them thus avaiding hotspas. Empirical results obtained by Hill

etd.[11] have shown that comkining and re-ordering prior to sending provides significant peiformance



enhancments over sendng dag as it is produced. More importantly, by combining mesage prior to
sending, messa@e sart-up is paid only once in communicaion between a given processor par. A BSP

computation isshavn sthemaicdly in figure 3.

3.2. The BSP cost model

A dgnificant advantageof the BSP modd is the simplicity of the asciated cost modd. Additiondly, it has
been shavn to be accurate for a wide range of computations [11]. The cost of a supeastep is the sum of
three terms, desaibing locd computation, commuricaion and barrier synchronisation. The overall cost is
normdised so that the costof a bast computaiond operation is 1. Hence, if there are a maximum of w
operatons on any procesr in the locd computaton phase then the cost assaciated with this is simply w.
The commurication costis descibed in terms of the communication throughput ratio, g; the maximum
number of mesages sent or received by any processor,h; and the maximumsize (numberof words)in a
mesae, m. Here (noting that an h-relation refers to a communicaion pattern whereeach processor sends
or reeivesa maximumof h messages)q is the costof commuricatng a 1-relation undercortinuous traffic
condtions. The total communicaion costfor the supeistep is thenmgh. Findly, a cost | is asciated with

bariier synchronsaion. Hene, the total cost of a BSP supeistep is of the form, w+mgh+1|. For an
algorithm consiing of S supersteps, the totd cost can be witten as

C=%w+mgyh+9 ©)

Hence the problem of egimating the cost of a particular dgorithm (aslong as vaues for the number of
supergeps andvaluesof h and w for each supergep can be spedied) reduce to detemmining values for g
andl (normalsed in temsof the imetaken to pdorm abasic operéion).

Thefollowing setion disasses the implementation of BSP on the opteectronic architecture.
4. Implementing the BSP model on the optoelectronic ar chitecture

In this sedion, an approab to implementing BSP on the optoeletronic architedure is desribed, that
explats the high optica bandwidth. A method for edimating the BSP paraneer g (which chaaderises
inter-procesor commurication) is preental. Since a significant number of parametes are being used to
chaaderise the system, it would be usdul to comkine the® into smaler, manageable units to simplify the

andysis. Consajuently the following modd is use:



The three-layered optoelectronic system architecture (figure 4) is viewed as equivalent to an architecture

A, consisting of a set of processors connected by an interconnect, with an effective bandwidth B, available

in communication between any processor pair, under continuous traffic conditions. Smilarly, A is

characterised by an effective latency L., the minimum cost to be paid in any inter-processor

gy
communication.

Sedion 4.1 discusgsthe chosen BSP implementtion. Section 4.2 presentsanaytic method for asesing
the performance of the system architedure in the context of the model indicaed above. These form the

bass for somecompaisons wih a mnventiord cluste, preented n sedion 4.3.
4.1. A data streaming based implementation of the BSP model

In orderto utilise the high bandvidth offered by the optoelestronic architedure, it is critical to consder the
following two issues.Firstly, due to the multi-layered nature of the architecture, careful consideraion of
the BSP implementdion is required, to ensurethat the syssem does not suffer from prohibitively high
latency. Second), it is desrable to colled data in the smart-pixel layer and combine them into large
mesagyes in orderto exploit the optica bandwidth.

Basd on the abowe consideatons the following implementation of BSP is proposed. A PC and its

correponding smat-pixel array (and buffer) are viewed asa single BSP processor. Hence, communicéaion

between the PC layer and the smartpixe layer can occur during locd computations, while inter-smat-
pixel array communication can aly occuratthe end of asupeirstep.

Reall tha it is assumed that thereare two channek linking each PC to the smart-pixe layer, so that bi-

directional communication can occur sSmultaneously. A superstep iscartied out & follows:

1. Data commuricaed in the previous superstep resides in the smartpixe layer. A fraction of the datais
set to the PCs. The remaning dat being sentto the PCs during the course of the local computetion.
The datainitially sent to the PCs and the size of theinitial fraction of daa sent, is chosen so thata PC
nevercompetes its computaion on the received databefore sufficient addtiona dat has arrived from
the smat-pixd layer to allow the PCto continuethe computation. This property musthold until al the
datane@ssar to comgete thelocal computation residesin thePC layer.

2. As daais produced,it is sent to the smat-pixe layer, to be communicated at the end of the superstep

This ocaurs concurrently with step 1 and is carried out in sucha way asto ensure that the fraction of



datarecaved by the smartpixd layer upon comgetion of thelocd computation is as closeaspossible
to 1.

3. After comgdetion of the locd computation, the process of pasing data (to be communicated to other
procesor9 to the smartpixd layeris completd, i.e. data ill residing on the PCsis sentto the smart-
pixel layer. Inte-BSP processor communicaion occurs with dag being passed from sending to
recdving smat-pixe arays, via the optical interconrect. Any neesay mesaye combining and re-
ordering ocarsin the smat-pixel layer.

4. Barrier synchrorisdion occurs.

In order to help to quantfy the effectiveness of stgps 1 and 2 abow, it is usdul to introduce two

paraneers r ands.

Definitions

For a given superstep, r is a lower bound on the fraction of data remaining in the smart-pixd layer

associated with any PC after theinitial communication between the smart-pixd and PC layersat the

beginning of sep 1 above.

For a given superstep, sis a lower bound on thefraction of data that residesin the smart-pixed layer

for any PC, upon completion of thelocal computation at the end of step 2 above.

Note that the buffer storege capady is asumedto be sufficiently large so thatit does not overflow. The

significance ofthe paameersr and s will become cleaer in sdion 4.2.

4.2. Approximating the BSP communication cost: L, and B,

This sedion addreses the issue of estmatng the paramder g (in terms of the effective bandwdth and
latency) for the implementaion of BSP on the optoelectronic architecture and expressons for L andB,,
are obtained. However before addressng the optoeletronic architecture it is usdul to considera
conwentional cluser. This dlows usdul generalisations regarding the characterisaion of systens
implementing BSP. In paticular, it clarifies the reasoring behind the introducton of the pamlameers
L, andB,,, intheandyss thatfollows.

Currently, one of the leaders in interconnect technology is Myrinet[24]. A cluster base on this techndogy

can be viewed simplidically as a set of PCs conneced to a switch with a maximum bandwidth of

10



= 1.3Gbit/s. This is shown in figure 5. Two bandvidth palameers can be used to characterise this system,

B.« andB, . Here B, is the aggregate bandvidth supported by the switch, i.e. 2 Gbit/s in a given
direction, while B, is the bandvidth avalable in communicaion between any par of PCs under
continwus traffic conditions. For example, in a CCN (p —1) PCsmay be communicating dat to the same

PC sotha B, = 2><109/(p —1)bit/s. Thus, for a cluster consisting of a large number of processors more

than ore switch isrequired.

In addition to bandwidth, the communicaion costis influenced by the latency L, of the system. It is
asumedhele that this includesthe costasocited with any mesagecombning andre-ordering required in
implementing BSP, in addtion to dl other sources of latency Note that it is not precticd to obtan an
accurae figure for L, analftically, since it is not simply the communicaton latency rather it is the
communication latency when implementing BSP. Neverthekess, using typical latency figures for current
systems[24], L, is expeded to be O( s).

It is possible to obtain an anaytic expres$on, allowing the BSP paranekr g to be egimatedin tems of the
paraneersdesribed above. Reall thatg is the costof commuricatng a 1-relation under continuous trdfi c
condtions. Notice that this assumes that it costs the sameto sendh m-word messayesfrom a procesoras

it does to send one messae with mh words. This is reasorebly acarae for large mesaye sizes, but for

smd mesagesstart-up costscan dominae [19]. This can be incorpaated into the mode, sothatthe cost
of sendng an h-relation of m-sized (i.e. m words) mesayes is mg(m)h. Here (asindicaed by Skillicorn

etd. in [19]), the communication throughput isgiven Ly,

g(m)= E% +1%m (10)

In the above expresson, g is the agymptotic (optimd) communicaion throughput ratio, reaced in the
limit of large messa@es, and n,, is the messa@e size that would produce haff the optimal throughput ratio.

The cog, T, (m) of sending a 1-relation of m-sized messgesunder continuous traffic conditions is

1-relation

given by,

11



Tl—reialion (m) = Lp + Bm (11)

p

Note that, in Eg. (11) the bandwvidth must be expresedin terms of words/€mnd (words/fop when
normdised, &requirel in BSP).Thesame gopliesin the euaionsthatfollow. From(10) and(11),

(n, +mlo. =L, +Bm (12)

p

which leads b the expressons,

n,=B,L, @3)
and
1
= 14
9.3 (14

b
Clearly the analysis is more comgdicaed for the optoelectronic architedure, since it is a multi-layered
system, with datastreaming being used to managecommunicaion between the layers of the architecture.
However, equivaent expressons can be obtained, in terms of the effective bandvidth and lateng

(B, andL, ).
In orderto detemineB,, andL,, , the above approad of edimating the costof communicating a 1-relation

(under continuaus traffi ¢ conditions) can be taken. Subseuently, due to the use of data sreaming andthe
consguent dependenceof g on r and s, the parameter g now becomesa vaiiable dependenton both
softvare and hardware. Although this is a deviation from the usual BSP apprach, where the cost
paraneers are detemined by the hardware, it is neesay herein orderto acount for the effects of dat
streaming

The cogt of delivering a 1-relation (with messagesize m) is given by the sumof the costs asociated with
thefollowing actions:

1. Commuricaing (1- symwords of datafromthe PC layer to the smat-pixd layer.

2. Prepaing and sendirg a mesage of size m between smart-pixe arays, via the optical

interconrect.

3. Prepaing andsendirg (L- r )m words of daa from the mat-pixel layerto aPC.

12



Messgge preparation time (including combining and re-ordering) can be incorporaed into the optical
latency, while latencies asocided with communicdion between PCs and the smatt-pixd layer are asuned
to be independent of direction (i.e. PC to smat-pixd aray and smartpixel aray to PC commurication

havethe samelatency). Similarly, assime B, is indepeneént of diredion. The costof commuricaing a 1-

relation can then be apprimated bythe following expression

L e IRl By es)

e Boica 0 lotherwise

Here, the functon o (x) expresesthe fad that the cost L. is not paid unles data is pased between the

PC andsmat-pixd layers while no local computation is beingperformed on the PCs. Writing this (seeEq.

(11)as,

m
“la* 5 (16)

eff

1-relation

leadsto the expressonsgiven in Eq. (17) and (18).

_ 1
Be“_(z—s—r)+ 1 17
B B

PC optical
Note that the effective bandvidth dependson s and r, and consequently varies from supeiste to superstep
in the course of a BSP dgorithm. Consejuently, g is algorithm dependentnd varies from supergep to

supergep within a given ajjorithm.

_L6()+e(),,
h

L (18

eff ‘optical

In Eq. (18), h is included beausethe cost assodated with PC latency is pad only twice, a most in

communicating an h-relation (i.e.the term in mg(m)h associted with PClatencyis independnt of h).

In andlogy with Eq. (13) and (14),

N, = By Ly (19
and
1
= 20
9.7 3 (20
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Henceg can be expresedin tems of an effective bandvidth and latency, which reflect the eff edivenes of
datastreaming for a given gpplicaton. Criticd in this regect (noting that it makes senseo concentrde on
large mesage communication) is Eqg. (20), which gives an edimate for the effecive bandvidth and

consguently g, for the optoeledronic architecture Upper and lower bounds on g_ can be obtaned,

which are not depexdenton the gpplicaion by consideing the extremecases (no dat streaning and perfed
datagtreaming as diswissel in section 4.3.

In addition to g, the barrier synchrorisaion parameer, |, also involves inter-procesor communication.
However, barrier synchrorisdion is not likely to dominae the cost of a well-desgned BSP algorithm.
Conseajuently, any performance enhancementasa result of faster bariier synchrorisaton is ignoredand the
valueof | is asumed b bethe simefor the optoeledronic arditectureasfor a wnventiord cluste.

There follows a disaussion and interpretaion of the results obtained in this section, basel on redistic
paraneerfiguresand comprison with aconventiona cluster.

4.3. Inter pretation of results

This sedion disasses the interpretaion of the results obtaned in sedion 4.2 bagd on realistic parameter
figures and compaison with a conventional clugter. It may beuseful in this resped to referto table 1 in the
introduction, which summaises the paameers used to characteisethe optoeletronic system arditecture
Initial indicaions of the expected performanceand the relevance of data streaming can be obtained by

comparing the parameers B, and L, with B, and L, regectively. Upper and lower bounds can be
obtainedfor B, by corsidering the extremecases, r = s =1(peffect data streaming) and r = s =0 (no data

streaming. This lealsto,

! <B, <B (21

ﬁ eff optical
+
B B

PC optical

Suppose the optoeledronic architecture is based around a 64-procesor clugter. In this case using (for

example) B.. =1Gbit/s and fom Eg. (7),B,,., =984Gbit/s. Thisleads ©

optical

500Mbit/s < B,, < 98.4Gbit/s (22
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Clearly this is a significantrangg, refleding the importance of datastreamingwhen B,

>> B, . It canbe
conclucd from these estimates that a significant performanceenhancment can only be ensured if daa
streaming is effective. For a larger cluser of, for examgde, 200 processors a considerable peformane

enhancement may be obtained even without the use of data streaming, since while B, decreases as p
incresses, B, is mnsant gach RC has aunique ink to the smait-pixe layer).

The relationship between L, and L, is stongly dependentonh. Forlageh, L, =L, and in this cage it

‘optical
is expeded that the optoeletronic architedure will be low latency compared to a corventional cluster.

Typical latency values for current sysems are O(ps) [24]. Howeverif h=1, for example then L is
approimately 2L, . Note that L is justthe sumofL,. andthe costassocated with mesage re-ordering

and comhkning. Hence, in this case, the latency of the optodectronic architecure is likely to excesd (or at

leag be compardle to) the latency in a conventional cluste. Howeve, for m>>B_L_, , the effeds of

latency can be negleded as bandwidth then dominates over latency in the commurication cost. It is in this

regime hat thehigh bandvidth of theoptical interconrect can befully utilised.
5. Algorithmic case study of the optoelectronic ar chitecture

The precticality of desgning dgorithms with effective dat sreaming is aseseal in this sedion, by
consideing the system performance in a typical apdication: pamllel integer sorting. The agorithm used is
Parallel Sorting by Regular Sampling (PSR, chosen beauseit is asymptoticaly optimd and is an
appopriate algorithm for commuricatng large messagesto utilise the optical bandvidth. Section 5.1
desctibes the algorithm and its implementéion on the optoekdronic architecturg while section 5.2
consides performance issues, such as the conditions under which data streaming can be implemente
effectively. Sedion 5.3 then builds on this by consideing 64 and 128 procesor exampls, using the
preeding anaysis to deemine the effectivenessof data sreaming. Section 5.4 then pre®nts resuls
obtained udng disaete-event simulation of the optoekdronic architedure and uses theseresultsto asges

thevalidity of the anayss.
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5.1. Parallel sorting by regular sampling (PSRYS)

In addresing the probem of pamllel sorting of initially randomly ordeed integes into
agending/descendng order, PSRS (desribed by Tiskin in [21]) waschosen for two main reasonsFirstly,
if the setof eements to be soredis large, thenthe algorithm involves the communication of large mesayes
between processors Secondly, the coarsegrain nature of the locd computatons indicaes tha it may be
possibleto utilisedatasteamingbetween the PC ancsmat-pixe layers dfectively.

Supposethere are n integerelementsto be sored and they are initially distributed across the procesors,

with each processr beingasigned asub-aray of size n/p . TheBSP agjorithm procedsasfollows:
SUPERSTEP 1: Eat processor sorts its sub-aray usng an efficient sequental sorting agorithm. Ead

procesor then sdects (p +1) regually spaed primary samples from the sortal subaray, including the

firstand last elements This splits each sub-aray into p primary blocks,eah of size n/ p°. Everyprocesor
then broadcats its primary sanples to dl other processors, using a dired broadcat Note that using the
two-phasebroadcag would not be alvantageous, since dl processorsare broadcsing dements.

SUPERSTEP 2: Each processor perorms the identical computation of sortng the p(p+1) primary
samples ushg an efficient sequential sorting agorithm and then sdecting (p+1) regulaly spaced

secondary samples from the®, including the first and last elements. The® split the n elementsinto p

seonday blocks, eah of size O(n/ p). The next stagge is to colled dementsthat belorg to a given
seconclry sanple to one processor. Hence(labeling the procesors P,,...,P,, and the secondary blocks

Si-S,, ), procesor P reeivesal elementsbelonging to secondary sanple S . In order to achievethis,

eah procesor identifies, for each primary block, which secondary block(9 it overlapswith and sends the
entire block to that (those) processorsatthe ed of the supertep.

SUPERSTEP 3: Ead procesor merge the received primary blocks, discaiding dements that do not
belorg to its assigned secondary block.

Before considering the optoekdronic implementsion, it is appropriate to consder the BSP complexity of
this dgorithm. Note tha, at the beginning of the third supeistg, no processor recaeves more than

3p primay blocks. To clarify this, notethataprimaly block @an be oe of the following threetypes:

a) A primary block is an inrer block if all its elenentsbelong to thesecondary block.
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b) A primay block is an aiter block if none ofits elementselorg to the secondary block.
c) A primay block is a boundaly block if somebut not al of its eementsbelong to the secondary
block.

Since there are only (p+1) primary samples in a secondaly block, thee cannd be more than p inner

blocks. In addition, snce a boundary block must contain one or both semndary block boundaties there
cannot be more than two boundary blocks persub-aray (i.e. 2p boundary blocks in totd). Consejuently 3p
is an upper bound on the number of primary blocks contaning eementsbelonging to a given secondary
block.

Thetotallocd computation cogt is then given by,

Cory = A log 2+ p(p +L)og(p(p + )2+ log(3p) 23
i s

where a is a congtant (a is approximately 2 multiplied by the number of basic opemtions involved in a
compare/store). The constant d is disaissed in thefollowing subsestion.

The communication cost is dominatel by the sending of primayy blocks (to be merged) a the end of the
second superstep and since thee are three supersteps, there is aso a barrier synchronisation cost of 3l.

Hencethetotal costis,

C = d2logH2 B+ p(p +Liog(p(p+ D)E+ iog@p)+ gHL W 1 3 (24)
oot o oot o Y

Here, W is the word size (numberof bits) usel to represent an integer.Clearly, if the opticd bandwidth is to
be utilised in the optoeledronic implemantation, the effectiveness of dat streaming is important. In order
thatdata steaminghas the best possibleimpad onperformance, it is neesay to ensurghat
a) All or mostof the (sorted) subamray elementsreside in the smartpixd layer, prior to sendirg
primary blocks attheendof the semnd superstep.
b) The vaue of r in the final superstep must be closeto 1, i.e. only a smdl fraction of the primary
blocks are sent to thePC layer to begin merging.
Regading point a), the sub-arays shodd be sent to the smartpixe layer, during the sortingin the first
supersep, since this is the mostcostly local computation prior to the commuricaion of primary blocks. In

order to achievethis, it is neesay to usean efficient sequentid algorithmthat sorts sections of a sub
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aray at a time, so that sorted sections of the sub-arays can be sent to the smat-pixe layer while the

remainingdata is sored. This canbe achievedusing quicksort, desribed by Kumaret. d. in [13]. The sub

aray canbe sortal suchthat, for someinteger y << x, the smalles 2* dements are sorted first, by always

choasing a pivot from the smdlest se of elementgwhele the setsare identified by the pivots) until the se

of dements is of size = 2”. Pivots are then chasen from the othersubsés of the sub-array until the entire

subaray is split into setscontaning = 2’ elemants. The® arethen sentto the smat-pixd layer while the

next snalest 2° dements ae sored, ad < on. The integer y mustbe chosea to satisfy two conditions:

1. Sating 2* dements musttake at least aslong (on average)as sendng 2* dements from the PC layer
to thesmat-pixe layer.

2. Thevalueof y mustbe smal enaughthat sendng thefinal 2¥ eements from the FC laye to the smat-
pixel layer.

In atempting to satisfy point b) above, tte following appoach is taken (on each BSP processor) in the third

superep:

Supposethere are w blocksto be merged, where w< 3p. Only k <<w of the primary blocksare sentto

the PC. While the® are merged, anotherk blocks are sentto the PC. The newly received blocks are then

merged while anotherk blocks are sentto the PC, andso on until all the blocks havebeen reeived. The

meuging of blocksinto a singe secondaly block is then comdeted. This imposesthe requirementthatthe

time takento merge k blocksis at leag equal to the time taken to send k blocksfrom the smat-pixel layer

to the PC layer (see secion 5.2). Note that dat streaning may still be usdul, evenif the conditions

descibed abow are not satisfied. However for purposes of anaysis, theg condtions give a good

indication of the valie (and limitations) of thisapproach.

5.2. Performance issues

In the implementaton of PSRSdesaibed above, data streaming is used both in sending sub-arrays to the

smat-pixe layer during local (sequentiad) sorting and in sendirg da& to the PC layer during merging of

primary blocks attheendof the dgorithm. The pradicality and usefulnessis considered below.
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As indicated in sedion 5.1, the commurication costis dominated by the costof sending primary blocks (to
be memed) a the end of the second superste. For large n, thisis charaterised by the effective bandwidth
assocated with sending this data.
Theorem 1
The €ffective bandwidth in communicating the primay blocks, in order to merge them into secondaly
blocks, is given by
5
. p 3n + 1

1
B,, B B

optical

(29

PC

Proof outline: Consider first, the streaming of data from the PC layer to the smartpixe layer during the

locd sorting in the first supeistg. The cost of sorting 2 dementsis d2’ Iog(zy) whee d is a constant,

while the time teken to sed 2! dementsto the smat-pixd layeris (L., +2’/B,.) if the bandwidth, B,

is expressal in terms of words rather thanbits (whele it is assimed that eat elementrequires one word of
datg. Hencethe requirementthat sorting 2’ dementstakesat least aslong as sending 2” dements to the
smat-pixed layer be@mes,

y
d2yy2%m+\’;2 E (26)

As before, W is the size of a word (i.e. number of bits) required to encode a single datadement. This
imposesa lower bound on y and consejuentl on the number of data elementsthat are initially sorted and

set to the smat-pixel layer. The result of this approat (asauming Eq. (26) is satisfied) is that upon
comgetion of the sequental sort in the first superstep, a fraction (1—2”) of the subaray elenents

already residein the smat-pixe layer. More eements can be sent prior to the end of superstep 2, so that

s, , thevalueof s & the end d theseond sugrstep, sdisfies
(-27)<s, <1 (27)

Clearly if 2* >> 2" then s, =1. Thisrequires, Nssor,
p
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In merging primary blocksin the final supeistep, datastreaming is usel in sending data to the PC layer
during merging. The requiranentthat the time takento mergek blocksis at least equalto thetime taken to
send k blocks fom the mat-pixe layerto thePC laye can beexpresal as

Z?lglog(k)z Wkn

2 +L
P°B..

(28)

PC

In orderto adhievethe desred r = 1, the condition, 3—2 << 1, mustbe sitisfied.

Note that Eq. (26) and (28) indicae the optimd (minimum) valuesfor y (hence s,) and k (hencer,)
respetively. Letting theg vauesbe y' andk’ lealsto theaem 1.

It is gppropriate a this point to corsider the implicatons of the critical equetions that determine the
pradicaity and effediveness of this gpproad. This is addresed in the following subsection, by
consideing examgdeswith redistic paraneter values, in order to ases the feasibility of datastreamingand
thelikely peformanceenhancenent oltained br thisalgorithm.

5.3. Examples and discussion

There follows an analysis basel on the resilts presnted above for redistic examples Two ceses are
consideed hee: 64 processrs and 128 procesrs. Two parameters are of particular interest the
communication cost, obtained using Eq. (18) and Theorem 1, and the ratio C,/C_, . . This raio is
criticd, sincea substantid performarce enhan@mentin communication is of little use if the computaton
costdominaes

Typical current day PCs perform 1-3 Gflop/s. If the processor speé is 1Gflop/s and B, =1Gbit/s then
B.. =1bit/flop. L, =10us(current sysems can have smaller latencies than this [24]) resllts in a

normdised value of L, =10flops. It is asumedthat a (the number of opemtions required to compare

two eements and store onein a designatel memorylocaion multiplied by two) is 4. The congtant d is 1.4
multiplied by the number of stepsrequredto compare andexchangs two data elements (assimed here tobe
2). Hence d = 2.8. In eaxh cas, approximately the minimum possble vaues of k and y havebeen chosen,

suchthat Eq. (26) and (28) canbe stisfied. In those caeswhereEq. (28) canrot be sdisfied, the regriction
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3L <<1 isdropped. If this doesnat suffice thendat streamng is not usedin receiving blocks in the fina
p

supersp.
Basd on this gpproah vauesfor the effective bandwidth can be obtained as a function of n. Note that

the depend on word size, sincethe vauesof y andk (seesecion 5.2) depend on W. Figure 6 shows B,

as a funcion of n for 32-bit words for both p=64and p=128. Note that for largen, the effedive

bandvidth is close to 1hit/flop (correspanding to 1Gbit/s) in both cases.Noting that this is the bandwidth
available between any processor-pair under continuous traffic conditions, thisis asubstatial improvement
over a corventiord cluster. For exampe, taking the (2+2) Gbit/s switch disaussedin section 4.2, the
effective bandvidth available if 64 procesorswere sugported, is 0.031bits/flop. Evenwith morethanone
switch the effective bandvidth tha can be dedicated to commuricaion between a given procesor par is
much less than that availble in the cas of the optoekdronic architecture Consequently, a substantid
performanceenhancment can be antidpated aslong asthe commurnicaion costis a sulstantial proportion

of theoverall cogt. Thisissueis addresed in the Pllowing subsection.
5.4. Simulation of the optoelectronic ar chitecture

The objedives of the simulation expermentsare twofold: 1) an obsevation of the behaviou of the system
in tems of computaion and communication phas, and 2) a comparison between the anajticd and
simulation results The simuldion objectives are achieved by consideing both a 64-procesoranda 128
procesor mechine and varying the size of a word (16, 32 bits) and the number of elements to sort

[10,...10']. It wasfound thatfor n significantly lessthan 10°, agrementbetween simulaton and analysis

was poor dueto the analytic gpproximations usel. This doesnot preseit a problem, since for smal n, the
costis dominated by the computaion andit is not possble to exploit the optical bandwidth. Hene this
regime b of fttle intereg in the cortext of hework preserted here.

The effect that varying thee parametes has on computaion and communicaion times are studied and
compared to the leallts obtaned analytically.

The smulaton tool used in obtaning these resilts, PARSEC (PARalkel Simuation Environment for
Complex systans)[1], anextensionof MAISIE, is a C-base disaete-event simuldion languege developed

at UCLA Pardlel Computing Laboratory. This tool adopts the process interaction approat to discrete-
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event simulation. An objed (also refarred to as physcal procesg or se of objeds in the phydcal systam is
repreental by a logicd process Interadions amorg phydca proceses (events) are modeled by
timestampedmesayes exchanged among the correspanding logicd processes The programsdeveloped for
simulating the optoekcronic architedure are exeaited using the traditiona sequential simulation protocol
(GlobalEventList).

The smulator randomly generates the dements to be sortel and performs the three superseps in the

algorithm desaibed above. The simuldion has significant storege requirements with the consejuence that

resultsare only presented for up to 10" datadlements to be sorted. Neverthdess, this is sufficient to make
meaningful compaisons wih the analytic resultsin order to vdidate them.

Figure 7 shows the communication cost and theratio C,,  /C,,., for both theanalfic and smulation cases,

for 16-bit words, while figure 8 shows the same grapls for 32-bit words. Figures 9 and 10 show the®
graphs ér 128 processors.
Seveal points are worth making regarding the extentto which the analytcd and smulation results are
expeted to agree. Note that the andytic cost expressons are only appoximate. Firstly, the cost of
quicksortandmerging used in the algorithm are prohebilistic, hene the cog presentel is only an average
cost Sincethe runtimeis limited by the last processorto finishin eacth suprstep, he average run-time for
the quicksort and merging computaions may beexpected to bea little dowerthan asumed intie anaysis.
However, in approdmating the merging cost,the wor¢-casewasassumedln view ofthe above paints, it is
expeted tha

a) Theresultssmulation and comptetion results will agreefairly well.

b) The geneal trends, regarding computaton and commurication costs (and theratio beiveenthem)

asn increasseswill be the smein bah cases

Both theseexpetaionsare stisfied.
In all caes the agreement between smulation and anaysis for both the communicaion cost and

Com/Coam IS excellent. Notice that the slight disaepancy between the andytic and smulation resuls for

the compuitation cost ismore prorounced wten p =128than whenp =64, particulaty for small n. Thisis

due to thefact thatthe gpproximatons used in estimating the coss of merging and sorting are less acaurate

for p=2128thanfor p=64. Spedficdly, the gpproximation used to estimate the costof quicksortis more
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accurde when the number of dements to be sorted is large. Specificdly, the quicksort is usel to sort

n/ pelemants, hence the accuracy for a given n improveswith degeasing p. A similar argumentapgdiesto

meiging, wheretheblocks to be meged ae of size n/ p*.

Taking the resilts preental here, it can be concludedthat this approad to implementing the pardlel

soring ensurs a performance entencemant as long is n is large, given that the commurication cost

consttutesa sukstantial proportion of the overall cost. For large n, theratio C,,,/C,,., is approximately 2
for the 16-bit cazand1 for the 32bit case.
6. Conclusions and future wor k

In this papera novel pardlel sygem architecture, based on a computationa cluster, which makes useof a
high bandwdth free-spae opticd interconnect hasbeen presented and anal/sed. It hasbeen shown, using
an analytical approachthat the optica bandwidth canbe exploited to significantly improve inter-procesor
communication performance taking pardlel sorting asa casestudy. A middle layer, consisting of buffers
and smat-pixd arrays with simple computational functiondity, is used to manage the bandvidth mismatch

between the optical interconnect andthe PCs.Large messigesare collected in the smat-pixe layer prior to

inter-procesor comnunicdion, using datastreaming between the PC and smatt-pixel layers, allowing the
PC bandwidth bottlened to be circumventd. By commuricating dat as a smal numberof large messages
rather than a large numbe of smdl mesayes, the significane of latency is reduced and the opticd

bandvidth can be utilised. In paticular, the PC to smartpixd layer commurication bottlene& can be
parially overcomeby useof datastreamingandthe effed of this bottleneck is aso redwed by the inherent
salability of this system. This scdability is provided by the fact that the cost of communicating betveen
the smat-pixd and PC layersis independenof the numberof processors Although the optical bandvidth

drops off rapidly with p, according to the andysis preental in section 2, this is not a fundamenta problem

since the value of B,

can be madesubstantially larger by adding addtiona buse in 1 dimension or
usinga 2D or 3D Igiout. Work iscurtently undemway to corsder thiscasein detail.

More detailed simulaton results, coveling a wider range of caesare desirable,while it is also worthwhile
consideing ways of making more use of the computationa functiondity of the smat-pixe layer and

investigating whether this can give a significant performance enhencement compared to more conventiona
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pard el computing platforms. Work is currently underway to addressthe issues by consideing divide and

conquer applications, where the smat-pixel layer is usal to enhancehe implementation of dynamicload

balancing algorithms.On this basis the optodedronic architectureis being compared diredly to dternaive

pardlel architectures (a cluster, a nework of clusters, etc.). Further simuldions of the optoeletronic

architecture ae beingcaried ou in thiscortext.
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