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Abstract 
 
The list of applications requiring high performance computing resources is constantly growing. The cost of 
inter-processor communication is critical in determining the performance of massively parallel computing 
systems for many of these applications. This paper considers the feasibility of a commodity processor-
based system which uses a free-space optical interconnect. A novel architecture, based on this technology, 
is presented. Analytical and simulation results based on an implementation of BSP (Bulk Synchronous 
Parallelism) are presented, indicating that a significant performance enhancement, over architectures 
using conventional interconnect technology, is possible. 
 
Keywords: Parallel, BSP, optical interconnect, sorting. 
 
1. Introduction 

 
A fundamental aspect of parallel computing is scalability and effi ciency. Recent focus has been on 

computational clusters built from low cost commodity components, e.g. Cox et.al. [2]. These systems offer 

high performance at low cost and are becoming commonplace within the academic community. For such 

systems, a critical factor in determining overall performance is the speed with which inter-processor 

communication occurs. This is particularly true for high-bandwidth applications such as data mining and 

real-time graphics. However, physical limits on electrical interconnects, as indicated by Mil ler [15] are 

likely to limit the communication performance of systems based on such technology [20]. Consequently, 

this paper considers the use of commodity processors, communicating via an optoelectronic interconnect, to 

build a highly parallel machine. This offers the potential to design an architecture with high-speed inter-

processor communication, scalable up to large numbers of processors. It is shown that a potential 

bottleneck in the interface between electronic and optical communication can be overcome by careful 

consideration of architectural and algorithmic design, ensuring that the optical bandwidth is utilised 

effectively such that a significant performance enhancement is obtained. 

Specifically the paper addresses the feasibility of a computational cluster with a high bandwidth Free-Space 

Optical Interconnect (FSOI). The architecture is based around a commodity PC cluster (the term PC is used 

in the paper to signify a commodity processor), with communication occurring via the FSOI as explained in 

section 2. An additional smart-pixel based layer is added, with the purpose of interfacing between the PCs 

and the optical interconnect. This layer must be utilised in such a way as to overcome the problem 

presented by the bandwidth bottleneck in the links to the PCs. It is envisaged that the smart-pixel layer will  

have relatively simple computational functionality, e.g. to support combining and reordering of messages 

used in the BSP computational model (see section 3). By ensuring that each PC has a unique link to the 
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smart-pixel layer, it is expected that, since the cost of communication between the smart-pixel and PC 

layers does not increase with the number of processors, this architecture will be scalable with respect to 

communication cost. The proposed architecture is shown schematically in figure 1. 

The optoelectronic architecture is characterised by a number of key parameters, also shown on figure 1. 

The processor speed, sp is the time taken for a basic computational operation (i.e. 1 flop). Communication 

between the PC layer and the smart-pixel layer is characterised by the latency and bandwidth parameters, 

PCL  and PCB , where PCL  is the minimum time taken to send a message between the smart-pixel and PC 

layer and is assumed to be independent of direction. PCB  is the bandwidth available in communication 

between these layers. Specifically, PCB  is the number of bits per second that can be communicated by a 

link between a PC and the smart-pixel layer. The assumption is made that each PC has two links, so that 

two-way communication between the PC and smart-pixel layers can occur simultaneously and 

independently. Finally opticalL  and opticalB  are the latency and bandwidth associated with communication 

between a pair of smart-pixel arrays.  

The paper is organised as follows. Section 2 describes the characterisation of the optoelectronic 

interconnect performance, i.e. communication between smart-pixel arrays. The physical implementation of 

the interconnect is discussed and the values of opticalB  (as a function of the number of processors, p) and 

opticalL  are estimated. Section 3 introduces the Bulk Synchronous Parallel (BSP) computational model (see 

Skil licorn et.al. [20]), which forms the basis of the analysis. This is followed in section 4 by a description 

of a method of implementing BSP on the optoelectronic architecture shown in figure 1. Methods of 

approximating cost model parameters in terms of physical parameters are also described. In particular, the 

bandwidth and latency figures used to characterise the system (see below) are combined into a single 

effective bandwidth and latency of the system architecture ( effB and opticalL  respectively). Since there are a 

large number of parameters required to characterise the system, they are summarised in table 1. 

Implementation of the BSP model on the optoelectronic architecture is discussed, in section 5, in the 

context of a typical computing problem: integer sorting. Analytic results are assessed by comparison with 

those generated by discrete-event simulation. Section 6 addresses this issue and summarises the main 

results and conclusions of the paper and discusses future work. 
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2. Characterisation of the optoelectronic network 
 
This section models the bandwidth and latency ( opticalB  and opticalL ) of the optoelectronic interconnect for a 

Completely Connected Network (CCN), implemented via a FSOI system. This is constructed using 

modulator and detector arrays linked by an image relay lensing system as discussed by Dines et.al. [5] and 

Gourlay et.al. in [7].  Typical performance parameters are available from experiments performed at Heriot-

Watt University for the FSOI technology considered here. 

 The communication between any processor pair is single hop, such that the signal remains in the optical 

domain from source to destination. Signal beams are added and removed from the optical interconnect by 

controlling the polarisation. At each node the polarisation of the beam determines whether the beam is 

diverted out of the interconnect to the Smart-Pixel Array (SPA) or continues. This forms a single bus-based 

system. For scalability, multiple buses can be utilised in parallel as is currently done electronically. For 

simplicity and without lost of generality only the single bus-based system is considered here.  

The communication between the smart-pixel and optical highway layers is characterised by the bandwidth 

OHB (the optical highway bandwidth), SPAB (the off-smart-pixel array bandwidth) and the latencies OHL and 

SPAL . These are used to derive opticalB  and opticalL (see table 1). The characterisation of communication in this 

architecture is shown in figure 2.  

The following terminology will  be used to describe the communication link between SPAs: 

1. Physical link – A real 1 bit wide channel consisting of a modulator, detector and connecting 

lens system. 

2. Logical link – The data link as see by the communications system. This consists of a number of 

physical links and has the aggregate bandwidth of them. opticalB  is the bandwidth of a logical link. 

3. Group – The transceivers on a particular SPA forming physical links traversing the same 

number of optical relays (i.e. the same distance). The analysis assumes wrap-around links at the 

ends so each group wil l consist of the transceivers for two logical links, one to the left and one to 

the right. Let Ti be the number of transceivers belonging to the ith group, on the SPA operating at 

physical link bandwidth, iB , between transceivers i links apart. (Note that for a CCN there are 

2PX = groups for even p and ( ) 21−= PX for odd p). 
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The following assumptions have been made in order to determine an expression for opticalB : 

A1. The underlying network operates well within the physical limitations of its design to ensure that there is 

room for signalling, fault tolerance and other essential controls. 

A2. The number of transceivers available on a SPA chip is greater than p, the number of processors, and 

OHB  is not near saturation. 

A3. More than one physical link per data link may be exploited so that each logical data link has the same 

bandwidth and there are as many physical links as required to maintain the integrity of the logical 

bandwidth [14]. 

The first assumption ensures that it is possible to manufacture the network. The second implies opticalB  is 

limited only by SPAB and from assumption A3, XXoptical TBTBTBB ==== ...2211  which leads to the 

expression, 

∑
=

=
X

i
iiSPA TBB

1

2                    (1) 

where X is defined above. The bandwidth of a physical link within an optical highway of more than one 

stage is limited by the dissipation of optical power between the stages (i.e. detector/receiver limited) as 

indicated by Layet et.al. [14]. Further, the operating speed is linear in power dissipation, (e.g. see Hecht 

[9]) and thus depends primarily on the size and topology of the network. This gives, 

0fB i

i ξ=                     (2) 

where ξ  is the eff iciency of the optics between transceivers 1 link apart and 0f  is the nominal 

communicating frequency of an unattenuated transceiver pair. Since the operating range of analogue 

electronics is limited compared with the modulators and detectors available [6,22], the value of 0f is 

dependent on the design of the analogue driver electronics. Typically, available driver electronics operate 

in the 500Mhz to 1GHz range according to Forbes et.al. [6]. 
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The second parameter required to evaluate the optoelectronic interconnect is the latency, opticalL  which is the 

minimum time required to send a message between a SPA pair. Let, 

OHSPAoptical LLL +=                   (4)  

where LOH denotes the time of flight along the optical highway, which can be estimated as, 

c

pq
LOH 2

=                    (5) 

Here q is the length of a single optical link and c is the speed of light. 

LSPA comprises both the message combining/routing (see section 3), and the latency of the electronic-optical 

conversions.  The time required for any computation on the SPA layer has not been fully investigated.  

However, the following approximation of Loptical is sufficient for this paper. As the chips are based on Field 

Programmable Gate Array (FPGA) technology it is assumed the message combining and routing is at cache 

speeds (i.e. 3-10 ns)[10,18].  The latency of the electronic-optical conversions has been investigated by 

Dambre et.al. in [4] and has been found to be of the order of 5-10 ns using state-of-the-art components 

according to the Technology Roadmap [20], which is commensurate with experimental results obtained at 

Heriot-Watt [22].  This gives an estimated LSPA value of 8-20 ns, resulting in a worst-case estimate of,  

)(20
2

ns
c

pq
Loptical +≈                   (6) 

Table 1 provides typical values of current, state-of-the-art components and is used throughout the analysis. 

Substituting these into Eq. (3) and  (6) gives the critical equations, which are used in later sections in the 

paper, i.e.  

)/(
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×≤                 (7) 

and           

)(2067.1 nspLoptical +≈                   (8) 

This allows for up to 235 processors at 1Gbit/s, with optical latency of 412≈ ns, in a single bus based 

system.  

The assumed geometry of the system (linear chain of SPAs) is primarily responsible for the apparent non-

scalability to large numbers of processors. In particular, the limit on the number of processors is due to the 
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number of physical links required becoming greater than the number of channels available on the SPA, i.e. 

16384 in this example (see table 2).  It is possible to support more processors by reducing the logical 

bandwidth required so that fewer physical channels are required for each link.  For example, reducing the 

required bandwidth to 500MHz allows a single bus to support over 260 processors.  If a higher bandwidth 

and more processors are required, additional buses can be added.  This could result in a more scalable 

system at the cost of a slight increase in latency and more hardware. In a larger system a 2D or 3D layout of 

SPAs would be deployed (possibly with multiple buses per dimension) to provide the scalability up to 

several thousand processors.   

 

3. The Bulk Synchronous Parallel (BSP) model 

The concept of separating communication from computation and sending large amounts of data at once 

seems well suited to the optoelectronic architecture, since data packets can be combined into much larger 

messages before being sent to a processor. Consequently, the BSP computational model is taken as the 

basis for considering the potential of this architecture. This section briefly describes the BSP model and the 

associated cost model.  

3.1. The BSP model 

The BSP model is based on a parallel computer, consisting of a set of processors (each with local memory), 

a communication network that delivers messages directly between processors and a mechanism for eff icient 

synchronisation of all or any subset of the processors. A computation on a BSP computer consists of a 

series of supersteps, each of which involves three phases: Firstly, the processors perform a local 

computation, i.e. each (or a subset of) the processors perform a computation, using data that is stored in 

their local memory. This is followed by a communication phase, where each processor sends data to other 

processors, to be received at the beginning of the next superstep. Finally, a barrier synchronisation takes 

place; all processors are guaranteed to have received data sent in the previous phase at the end of 

synchronisation. A virtue of the BSP model is in the communication phase. Since each processor combines 

all its messages destined for the same processor into a single message contention can be relieved by re-

ordering messages prior to sending them thus avoiding hotspots. Empirical results obtained by Hil l 

et.al.[11] have shown that combining and re-ordering prior to sending provides significant performance 
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enhancements over sending data as it is produced. More importantly, by combining messages prior to 

sending, message start-up is paid only once in communication between a given processor pair. A BSP 

computation is shown schematically in figure 3. 

 

3.2. The BSP cost model 

A significant advantage of the BSP model is the simplicity of the associated cost model. Additionally, it has 

been shown to be accurate for a wide range of computations [11]. The cost of a superstep is the sum of 

three terms, describing local computation, communication and barrier synchronisation. The overall cost is 

normalised so that the cost of a basic computational operation is 1. Hence, if there are a maximum of w 

operations on any processor in the local computation phase, then the cost associated with this is simply w. 

The communication cost is described in terms of the communication throughput ratio, g; the maximum 

number of messages sent or received by any processor, h; and the maximum size (number of words) in a 

message, m. Here (noting that an h-relation refers to a communication pattern where each processor sends 

or receives a maximum of h messages), g is the cost of communicating a 1-relation under continuous traffic 

conditions. The total communication cost for the superstep is then mgh. Finally, a cost l is associated with 

barrier synchronisation. Hence, the total cost of a BSP superstep is of the form, lmghw ++ . For an 

algorithm consisting of S supersteps, the total cost can be written as 

∑ ∑ ++=
i i

ii SlhmgwC                  (9) 

Hence, the problem of estimating the cost of a particular algorithm (as long as values for the number of 

supersteps and values of h and w for each superstep can be specif ied) reduces to determining values for g 

and l (normalised in terms of the time taken to perform a basic operation).  

The following section discusses the implementation of BSP on the optoelectronic architecture.  

4. Implementing the BSP model on the optoelectronic architecture 

In this section, an approach to implementing BSP on the optoelectronic architecture is described, that 

exploits the high optical bandwidth. A method for estimating the BSP parameter g (which characterises 

inter-processor communication) is presented. Since a significant number of parameters are being used to 

characterise the system, it would be useful to combine these into smaller, manageable units to simplify the 

analysis. Consequently the following model is used: 
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The three-layered optoelectronic system architecture (figure 4) is viewed as equivalent to an architecture 

A, consisting of a set of processors connected by an interconnect, with an effective bandwidth effB available 

in communication between any processor pair, under continuous traffic conditions. Similarly, A is 

characterised by an effective latency effL , the minimum cost to be paid in any inter-processor 

communication. 

Section 4.1 discusses the chosen BSP implementation. Section 4.2 presents analytic methods for assessing 

the performance of the system architecture in the context of the model indicated above. These form the 

basis for some comparisons with a conventional cluster, presented in section 4.3.  

4.1. A data streaming based implementation of the BSP model 

In order to utilise the high bandwidth offered by the optoelectronic architecture, it is critical to consider the 

following two issues. Firstly, due to the multi-layered nature of the architecture, careful consideration of 

the BSP implementation is required, to ensure that the system does not suffer from prohibitively high 

latency. Secondly, it is desirable to collect data in the smart-pixel layer and combine them into large 

messages in order to exploit the optical bandwidth. 

Based on the above considerations the following implementation of BSP is proposed. A PC and its 

corresponding smart-pixel array (and buffer) are viewed as a single BSP processor. Hence, communication 

between the PC layer and the smart-pixel layer can occur during local computations, while inter-smart-

pixel array communication can only occur at the end of a superstep.  

Recall that it is assumed that there are two channels linking each PC to the smart-pixel layer, so that bi-

directional communication can occur simultaneously. A superstep is carried out as follows: 

1. Data communicated in the previous superstep resides in the smart-pixel layer. A fraction of the data is 

sent to the PCs. The remaining data being sent to the PCs during the course of the local computation. 

The data initially sent to the PCs and the size of the initial fraction of data sent, is chosen so that a PC 

never completes its computation on the received data before sufficient additional data has arrived from 

the smart-pixel layer to allow the PC to continue the computation. This property must hold until all  the 

data necessary to complete the local computation resides in the PC layer. 

2. As data is produced, it is sent to the smart-pixel layer, to be communicated at the end of the superstep 

This occurs concurrently with step 1 and is carried out in such a way as to ensure that the fraction of 
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data received by the smart-pixel layer upon completion of the local computation is as close as possible 

to 1. 

3. After completion of the local computation, the process of passing data (to be communicated to other 

processors) to the smart-pixel layer is completed, i.e. data still  residing on the PCs is sent to the smart-

pixel layer. Inter-BSP processor communication occurs, with data being passed from sending to 

receiving smart-pixel arrays, via the optical interconnect. Any necessary message combining and re-

ordering occurs in the smart-pixel layer. 

4. Barrier synchronisation occurs. 

In order to help to quantify the effectiveness of steps 1 and 2 above, it is useful to introduce two 

parameters, r and s: 

Definitions 

For a given superstep, r is a lower bound on the fraction of data remaining in the smart-pixel layer 

associated with any PC after the initial communication between the smart-pixel and PC layers at the 

beginning of step 1 above. 

For a given superstep, s is a lower bound on the fraction of data that resides in the smart-pixel layer 

for any PC, upon completion of the local computation at the end of step 2 above. 

Note that the buffer storage capacity is assumed to be sufficiently large so that it does not overflow. The 

significance of the parameters r and s will become clearer in section 4.2. 

4.2. Approximating the BSP communication cost: effeff BL  and  

This section addresses the issue of estimating the parameter g (in terms of the effective bandwidth and 

latency) for the implementation of BSP on the optoelectronic architecture and expressions for effeff BL  and  

are obtained. However, before addressing the optoelectronic architecture, it is useful to consider a 

conventional cluster. This allows useful generalisations regarding the characterisation of systems 

implementing BSP. In particular, it clarif ies the reasoning behind the introduction of the parameters 

, and effeff BL  in the analysis that follows. 

Currently, one of the leaders in interconnect technology is Myrinet [24]. A cluster based on this technology 

can be viewed simplistically as a set of PCs, connected to a switch with a maximum bandwidth of 
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≈ 1.3Gbit/s. This is shown in figure 5. Two bandwidth parameters can be used to characterise this system, 

pclust BB  and . Here,  clustB is the aggregate bandwidth supported by the switch, i.e. 2 Gbit/s in a given 

direction, while pB  is the bandwidth available in communication between any pair of PCs under 

continuous traffic conditions. For example, in a CCN ( )1−p  PCs may be communicating data to the same 

PC, so that ( )bit/s.1102 9 −×≈ pBp  Thus, for a cluster consisting of a large number of processors, more 

than one switch is required.   

In addition to bandwidth, the communication cost is influenced by the latency, pL  of the system. It is 

assumed here that this includes the cost associated with any message combining and re-ordering required in 

implementing BSP, in addition to all other sources of latency. Note that it is not practical to obtain an 

accurate figure for pL  analytically, since it is not simply the communication latency, rather it is the 

communication latency when implementing BSP. Nevertheless, using typical latency figures for current 

systems [24], pL  is expected to be O( sµ ). 

It is possible to obtain an analytic expression, allowing the BSP parameter g to be estimated in terms of the 

parameters described above. Recall that g is the cost of communicating a 1-relation under continuous traffi c 

conditions. Notice that this assumes that it costs the same to send h  m-word messages from a processor as 

it does to send one message with mh words. This is reasonably accurate for large message sizes, but for 

small messages start-up costs can dominate [19]. This can be incorporated into the model, so that the cost 

of sending an h-relation of m-sized (i.e. m words) messages is ( )hmmg . Here (as indicated by Skil licorn 

et.al. in [19]), the communication throughput is given by,  

( ) ∞





+= g

m

n
mg 121                            (10) 

In the above expression, ∞g is the asymptotic (optimal) communication throughput ratio, reached in the 

limit of large messages, and 21n  is the message size that would produce half the optimal throughput ratio. 

The cost, ( )mT relation−1 , of sending a 1-relation of m-sized messages under continuous traffi c conditions is 

given by, 
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( )
p

prelation B

m
LmT +=−1                                (11)  

Note that, in Eq. (11) the bandwidth must be expressed in terms of words/second (words/flop when 

normalised, as required in BSP). The same applies in the equations that follow. From (10) and (11), 

( )
p

p B

m
Lgmn +=+ ∞21                       (12) 

which leads to the expressions, 

pp LBn =21                                (13) 

and 

pB
g

1=∞                  (14) 

Clearly the analysis is more complicated for the optoelectronic architecture, since it is a multi-layered 

system, with data streaming being used to manage communication between the layers of the architecture. 

However, equivalent expressions can be obtained, in terms of the effective bandwidth and latency 

( effeff LB  and ). 

In order to determine effeff LB  and , the above approach of estimating the cost of communicating a 1-relation 

(under continuous traffi c conditions) can be taken. Subsequently, due to the use of data streaming and the 

consequent dependence of g on r and s, the parameter g now becomes a variable dependent on both 

software and hardware. Although this is a deviation from the usual BSP approach, where the cost 

parameters are determined by the hardware, it is necessary here in order to account for the effects of data 

streaming.  

The cost of delivering a 1-relation (with message size m) is given by the sum of the costs associated with 

the following actions: 

1. Communicating ( )ms−1 words of data from the PC layer to the smart-pixel layer. 

2. Preparing and sending a message of size m between smart-pixel arrays, via the optical 

interconnect. 

3. Preparing and sending( )mr−1  words of data from the smart-pixel layer to a PC. 



 13 

Message preparation time (including combining and re-ordering) can be incorporated into the optical 

latency, while latencies associated with communication between PCs and the smart-pixel layer are assumed 

to be independent of direction (i.e. PC to smart-pixel array and smart-pixel array to PC communication 

have the same latency). Similarly, assume PCB  is independent of direction. The cost of communicating a 1-

relation can then be approximated by the following expression.  

( ) ( )( )( ) ( ) ( )


 =

=









+−−+++=− otherwise 1

1if 0
;

12
1

x
x

BB

sr
mLsrLC

opticalPC

PCopticalrelation σσσ                             (15) 

Here, the function ( )xσ  expresses the fact that the cost PCL  is not paid unless data is passed between the 

PC and smart-pixel layers while no local computation is being performed on the PCs. Writing this (see Eq. 

(11)) as, 

eff

effrelation B

m
LC +=−1                  (16) 

leads to the expressions given in Eq. (17) and (18). 

( )
opticalPC

eff

BB

rs
B

12
1

+−−=                       (17) 

Note that the effective bandwidth depends on s and r, and consequently varies from superstep to superstep 

in the course of a BSP algorithm. Consequently, g is algorithm dependent and varies from superstep to 

superstep within a given algorithm.  

( ) ( )( )
optical

PC
eff L

h

srL
L ++= σσ

               (18) 

 

In Eq. (18), h is included because the cost associated with PC latency is paid only twice, at most, in 

communicating an h-relation (i.e. the term in ( )hmmg associated with PC latency is independent of h). 

In analogy with Eq. (13) and (14), 

effeff LBn =21                   (19) 

and 

effB
g

1=∞                   (20) 
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Hence g can be expressed in terms of an effective bandwidth and latency, which reflect the effectiveness of 

data streaming for a given application. Critical in this respect (noting that it makes sense to concentrate on 

large message communication) is Eq. (20), which gives an estimate for the effective bandwidth and 

consequently ∞g  for the optoelectronic architecture. Upper and lower bounds on ∞g can be obtained, 

which are not dependent on the application by considering the extreme cases (no data streaming and perfect 

data streaming) as discussed in section 4.3.  

In addition to g, the barrier synchronisation parameter, l, also involves inter-processor communication. 

However, barrier synchronisation is not likely to dominate the cost of a well -designed BSP algorithm. 

Consequently, any performance enhancement as a result of faster barrier synchronisation is ignored and the 

value of l is assumed to be the same for the optoelectronic architecture as for a conventional cluster. 

There follows a discussion and interpretation of the results obtained in this section, based on realistic 

parameter figures and comparison with a conventional cluster. 

4.3. Interpretation of results 

This section discusses the interpretation of the results obtained in section 4.2 based on realistic parameter 

figures and comparison with a conventional cluster. It may be useful in this respect to refer to table 1 in the 

introduction, which summarises the parameters used to characterise the optoelectronic system architecture. 

Initial indications of the expected performance and the relevance of data streaming can be obtained by 

comparing the parameters effB and effL  with pB  and pL  respectively. Upper and lower bounds can be 

obtained for effB  by considering the extreme cases, 1== sr (perfect data streaming) and 0== sr (no data 

streaming). This leads to, 

opticaleff

opticalPC

BB

BB

≤≤











+ 12

1
                (21) 

Suppose the optoelectronic architecture is based around a 64-processor cluster. In this case, using (for 

example)  Gbit/s1≈PCB and from Eq. (7), Gbit/s4.98≈opticalB . This leads to 

Gbit/s4.98Mbit/s500 ≤≤ effB                 (22) 
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Clearly this is a signif icant range, reflecting the importance of data streaming when PCoptical BB >> . It can be 

concluded from these estimates that a significant performance enhancement can only be ensured if  data 

streaming is effective. For a larger cluster of, for example, 200 processors a considerable performance 

enhancement may be obtained even without the use of data streaming, since while pB  decreases as p 

increases, PCB  is constant (each PC has a unique link to the smart-pixel layer).  

The relationship between 
effL and 

pL  is strongly dependent on h. For large h, 
opticaleff LL ≈  and in this case it 

is expected that the optoelectronic architecture will  be low latency compared to a conventional cluster. 

Typical latency values for current systems are O( sµ ) [24]. However if h=1, for example, then effL is 

approximately PCL2 . Note that pL is just the sum of PCL and the cost associated with message re-ordering 

and combining. Hence, in this case, the latency of the optoelectronic architecture is likely to exceed (or at 

least be comparable to) the latency in a conventional cluster. However, for effeff LBm >> , the effects of 

latency can be neglected as bandwidth then dominates over latency in the communication cost. It is in this 

regime that the high bandwidth of the optical interconnect can be fully utilised.  

5. Algorithmic case study of the optoelectronic architecture 

The practicality of designing algorithms with effective data streaming is assessed in this section, by 

considering the system performance in a typical application: parallel integer sorting. The algorithm used is 

Parallel Sorting by Regular Sampling (PSRS), chosen because it is asymptotically optimal and is an 

appropriate algorithm for communicating large messages to utilise the optical bandwidth. Section 5.1 

describes the algorithm and its implementation on the optoelectronic architecture, while section 5.2 

considers performance issues, such as the conditions under which data streaming can be implemented 

effectively. Section 5.3 then builds on this by considering 64 and 128 processor examples, using the 

preceding analysis to determine the effectiveness of data streaming. Section 5.4 then presents results 

obtained using discrete-event simulation of the optoelectronic architecture and uses these results to assess 

the validity of the analysis. 
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5.1. Parallel sorting by regular sampling (PSRS) 

In addressing the problem of parallel sorting of initially randomly ordered integers into 

ascending/descending order, PSRS (described by Tiskin in [21]) was chosen for two main reasons. Firstly, 

if  the set of elements to be sorted is large, then the algorithm involves the communication of large messages 

between processors. Secondly, the coarse-grain nature of the local computations indicates that it may be 

possible to utilise data streaming between the PC and smart-pixel layers effectively.  

Suppose there are n integer elements to be sorted and they are initially distributed across the processors, 

with each processor being assigned a sub-array of size pn . The BSP algorithm proceeds as follows: 

SUPERSTEP 1: Each processor sorts its sub-array using an efficient sequential sorting algorithm. Each 

processor then selects ( )1+p  regularly spaced primary samples from the sorted sub-array, including the 

first and last elements. This splits each sub-array into p primary blocks, each of size .2pn  Every processor 

then broadcasts its primary samples to all other processors, using a direct broadcast. Note that using the 

two-phase broadcast would not be advantageous, since all processors are broadcasting elements. 

SUPERSTEP 2: Each processor performs the identical computation of sorting the ( )1+pp  primary 

samples using an efficient sequential sorting algorithm and then selecting ( )1+p  regularly spaced 

secondary samples from these, including the first and last elements. These split the n elements into p 

secondary blocks, each of size ( )pnO . The next stage is to collect elements that belong to a given 

secondary sample to one processor. Hence (labelling the processors 1,..., −po PP  and the secondary blocks 

10,..., −pSS ), processor iP  receives all elements belonging to secondary sample iS . In order to achieve this, 

each processor identifies, for each primary block, which secondary block(s) it overlaps with and sends the 

entire block to that (those) processors at the end of the superstep. 

SUPERSTEP 3: Each processor merges the received primary blocks, discarding elements that do not 

belong to its assigned secondary block.  

Before considering the optoelectronic implementation, it is appropriate to consider the BSP complexity of 

this algorithm. Note that, at the beginning of the third superstep, no processor receives more than 

p3 primary blocks. To clarify this, note that a primary block can be one of the following three types: 

a) A primary block is an inner block if all its elements belong to the secondary block. 
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b) A primary block is an outer block if none of its elements belong to the secondary block. 

c) A primary block is a boundary block if some but not all of its elements belong to the secondary 

block. 

Since there are only ( )1+p  primary samples in a secondary block, there cannot be more than p inner 

blocks. In addition, since a boundary block must contain one or both secondary block boundaries, there 

cannot be more than two boundary blocks per sub-array (i.e. 2p boundary blocks in total). Consequently 3p 

is an upper bound on the number of primary blocks containing elements belonging to a given secondary 

block. 

The total local computation cost is then given by, 

( ) ( )( ) ( )p
p
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where a is a constant (a is approximately 2 multiplied by the number of basic operations involved in a 

compare/store). The constant d is discussed in the following subsection.  

The communication cost is dominated by the sending of primary blocks (to be merged) at the end of the 

second superstep and since there are three supersteps, there is also a barrier synchronisation cost of 3l. 

Hence the total cost is, 
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Here, W is the word size (number of bits) used to represent an integer. Clearly, if the optical bandwidth is to 

be utilised in the optoelectronic implementation, the effectiveness of data streaming is important. In order 

that data streaming has the best possible impact on performance, it is necessary to ensure that 

a) All or most of the (sorted) sub-array elements reside in the smart-pixel layer, prior to sending 

primary blocks at the end of the second superstep. 

b) The value of r in the final superstep must be close to 1, i.e. only a small fraction of the primary     

blocks are sent to the PC layer to begin merging. 

Regarding point a), the sub-arrays should be sent to the smart-pixel layer, during the sorting in the first 

superstep, since this is the most costly local computation prior to the communication of primary blocks. In 

order to achieve this, it is necessary to use an efficient sequential algorithm that sorts sections of a sub-
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array at a time, so that sorted sections of the sub-arrays can be sent to the smart-pixel layer while the 

remaining data is sorted. This can be achieved using quicksort, described by Kumar et. al. in [13]. The sub-

array can be sorted such that, for some integer xy << , the smallest y2  elements are sorted first, by always 

choosing a pivot from the smallest set of elements (where the sets are identified by the pivots) until the set 

of elements is of size y2≈ . Pivots are then chosen from the other subsets of the sub-array until the entire 

sub-array is split into sets containing y2≈ elements. These are then sent to the smart-pixel layer while the 

next smallest y2  elements are sorted, and so on. The integer y must be chosen to satisfy two conditions: 

1. Sorting y2  elements must take at least as long (on average) as sending y2  elements from the PC layer 

to the smart-pixel layer. 

2. The value of y must be small enough that sending the final y2  elements from the PC layer to the smart-

pixel layer. 

In attempting to satisfy point b) above, the following approach is taken (on each BSP processor) in the third 

superstep: 

Suppose there are w blocks to be merged, where pw 3≤ . Only wk <<  of the primary blocks are sent to 

the PC. While these are merged, another k blocks are sent to the PC. The newly received blocks are then 

merged while another k blocks are sent to the PC, and so on until all the blocks have been received. The 

merging of blocks into a single secondary block is then completed. This imposes the requirement that the 

time taken to merge k blocks is at least equal to the time taken to send k blocks from the smart-pixel layer 

to the PC layer (see section 5.2). Note that data streaming may still be useful, even if the conditions 

described above are not satisfied. However, for purposes of analysis, these conditions give a good 

indication of the value (and limitations) of this approach. 

5.2. Performance issues 

In the implementation of PSRS described above, data streaming is used both in sending sub-arrays to the 

smart-pixel layer during local (sequential) sorting and in sending data to the PC layer during merging of 

primary blocks at the end of the algorithm. The practicality and usefulness is considered below.   
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As indicated in section 5.1, the communication cost is dominated by the cost of sending primary blocks (to 

be merged) at the end of the second superstep. For large n, this is characterised by the effective bandwidth 

associated with sending this data.  

Theorem 1 

The effective bandwidth in communicating the primary blocks, in order to merge them into secondary 

blocks, is given by 
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                                                   (25) 

 

Proof outline: Consider first, the streaming of data from the PC layer to the smart-pixel layer during the 

local sorting in the first superstep. The cost of sorting y2  elements is ( )yyd 2log2  where d is a constant, 

while the time taken to send y2  elements to the smart-pixel layer is ( )PC

y

PC BL 2+  if the bandwidth, PCB  

is expressed in terms of words rather than bits (where it is assumed that each element requires one word of 

data). Hence the requirement that sorting y2  elements takes at least as long as sending y2  elements to the 

smart-pixel layer becomes, 
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As before, W is the size of a word (i.e. number of bits) required to encode a single data element. This 

imposes a lower bound on y and consequently on the number of data elements that are initially sorted and 

sent to the smart-pixel layer. The result of this approach (assuming Eq. (26) is satisfied) is that, upon 

completion of the sequential sort in the first superstep, a fraction ( )xy−− 21  of the sub-array elements 

already reside in the smart-pixel layer. More elements can be sent prior to the end of superstep 2, so that 

2s , the value of s at the end of the second superstep, satisfies 

( ) 121 2 ≤≤− − sxy                                (27)     

Clearly if yx 22 >>  then 12 ≈s . This requires, y

p

n
2>> . 
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In merging primary blocks in the final superstep, data streaming is used in sending data to the PC layer 

during merging. The requirement that the time taken to merge k blocks is at least equal to the time taken to 

send k blocks from the smart-pixel layer to the PC layer can be expressed as 

( ) PC

PC

L
Bp

Wkn
k

p

ank +≥
22

log
2

                (28) 

In order to achieve the desired 1≈r , the condition, 1
3

<<
p

k
, must be satisfied.  

Note that Eq. (26) and (28) indicate the optimal (minimum) values for y (hence 2s ) and k (hence 3r ) 

respectively. Letting these values be ky ′′  and  leads to theorem 1. 

It is appropriate at this point to consider the implications of the critical equations that determine the 

practicality and effectiveness of this approach. This is addressed in the following sub-section, by 

considering examples with realistic parameter values, in order to assess the feasibility of data streaming and 

the likely performance enhancement obtained for this algorithm. 

5.3. Examples and discussion 

There follows an analysis, based on the results presented above for realistic examples. Two cases are 

considered here: 64 processors and 128 processors. Two parameters are of particular interest: the 

communication cost, obtained using Eq. (18) and Theorem 1, and the ratio commcomp CC . This ratio is 

critical, since a substantial performance enhancement in communication is of litt le use if the computation 

cost dominates.  

Typical current day PCs perform 1-3 Gflop/s. If  the processor speed is 1Gflop/s and PCB =1Gbit/s then 

bit/flop1=PCB . sLPC µ10= (current systems can have smaller latencies than this [24]) results in a 

normalised value of flops104=PCL . It is assumed that a (the number of operations required to compare 

two elements and store one in a designated memory location multiplied by two) is 4. The constant d is 1.4 

multiplied by the number of steps required to compare and exchange two data elements (assumed here to be 

2). Hence 8.2=d . In each case, approximately the minimum possible values of k and y have been chosen, 

such that Eq. (26) and (28) can be satisfied. In those cases where Eq. (28) cannot be satisfied, the restriction 
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1
3

<<
p

k
 is dropped. If this does not suffice then data streaming is not used in receiving blocks in the final 

superstep.  

Based on this approach values for the effective bandwidth can be obtained as a function of n. Note that 

these depend on word size, since the values of y and k (see section 5.2) depend on W. Figure 6 shows effB  

as a function of n for 32-bit words for both 64=p and 128=p . Note that for large n, the effective 

bandwidth is close to 1bit/flop (corresponding to 1Gbit/s) in both cases. Noting that this is the bandwidth 

available between any processor-pair under continuous traffic conditions, this is a substantial improvement 

over a conventional cluster. For example, taking the (2+2) Gbit/s switch discussed in section 4.2, the 

effective bandwidth available if 64 processors were supported, is 0.031bits/flop. Even with more than one 

switch the effective bandwidth that can be dedicated to communication between a given processor pair is 

much less than that available in the case of the optoelectronic architecture. Consequently, a substantial 

performance enhancement can be anticipated as long as the communication cost is a substantial proportion 

of the overall cost. This issue is addressed in the following sub-section. 

5.4. Simulation of the optoelectronic architecture 

 The objectives of the simulation experiments are twofold: 1) an observation of the behaviour of the system 

in terms of computation and communication phases, and 2) a comparison between the analytical and 

simulation results. The simulation objectives are achieved by considering both a 64-processor and a 128-

processor machine and varying the size of a word (16, 32 bits) and the number of elements to sort 

[ 76 10,...,10 ]. It was found that for n signif icantly less than 610 , agreement between simulation and analysis 

was poor due to the analytic approximations used. This does not present a problem, since for small n, the 

cost is dominated by the computation and it is not possible to exploit the optical bandwidth. Hence this 

regime is of little interest in the context of the work presented here. 

The effect that varying these parameters has on computation and communication times are studied and 

compared to the results obtained analytically.  

The simulation tool used in obtaining these results, PARSEC (PARallel Simulation Environment for 

Complex systems) [1], an extension of MAISIE, is a C-based discrete-event simulation language developed 

at UCLA Parallel Computing Laboratory. This tool adopts the process interaction approach to discrete-
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event simulation. An object (also referred to as physical process) or set of objects in the physical system is 

represented by a logical process. Interactions among physical processes (events) are modelled by 

timestamped messages exchanged among the corresponding logical processes. The programs developed for 

simulating the optoelectronic architecture are executed using the traditional sequential simulation protocol 

(Global Event List). 

The simulator randomly generates the elements to be sorted and performs the three supersteps in the 

algorithm described above. The simulation has significant storage requirements, with the consequence that 

results are only presented for up to 710 data elements to be sorted. Nevertheless, this is sufficient to make 

meaningful comparisons with the analytic results in order to validate them. 

Figure 7 shows the communication cost and the ratio commcomp CC for both the analytic and simulation cases, 

for 16-bit words, while figure 8 shows the same graphs for 32-bit words. Figures 9 and 10 show these 

graphs for 128 processors. 

Several points are worth making regarding the extent to which the analytical and simulation results are 

expected to agree. Note that the analytic cost expressions are only approximate. Firstly, the cost of 

quicksort and merging used in the algorithm are probabilistic, hence the cost presented is only an average 

cost. Since the run-time is limited by the last processor to finish in each superstep, the average run-time for 

the quicksort and merging computations may be expected to be a little slower than assumed in the analysis. 

However, in approximating the merging cost, the worst-case was assumed. In view of the above points, it is 

expected that  

a) The results simulation and computation results wil l agree fairly well. 

b) The general trends, regarding computation and communication costs (and the ratio between them) 

as n increases will be the same in both cases. 

Both these expectations are satisfied.  

In all cases, the agreement between simulation and analysis for both the communication cost and 

commcomp CC  is excellent. Notice that the slight discrepancy between the analytic and simulation results for 

the computation cost is more pronounced when 128=p than when 64=p , particularly for small n. This is 

due to the fact that the approximations used in estimating the costs of merging and sorting are less accurate 

for 128=p than for 64=p . Specifi cally, the approximation used to estimate the cost of quicksort is more 
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accurate when the number of elements to be sorted is large. Specifically, the quicksort is used to sort 

pn elements, hence the accuracy for a given n improves with decreasing p. A similar argument applies to 

merging, where the blocks to be merged are of size 2pn .  

Taking the results presented here, it can be concluded that this approach to implementing the parallel 

sorting ensures a performance enhancement as long is n is large, given that the communication cost 

constitutes a substantial proportion of the overall cost. For large n, the ratio commcomp CC is approximately 2 

for the 16-bit case and 1 for the 32-bit case. 

6. Conclusions and future work 

In this paper a novel parallel system architecture, based on a computational cluster, which makes use of a 

high bandwidth free-space optical interconnect has been presented and analysed. It has been shown, using 

an analytical approach that the optical bandwidth can be exploited to significantly improve inter-processor 

communication performance, taking parallel sorting as a case study. A middle layer, consisting of buffers 

and smart-pixel arrays with simple computational functionality, is used to manage the bandwidth mismatch 

between the optical interconnect and the PCs. Large messages are collected in the smart-pixel layer prior to 

inter-processor communication, using data streaming between the PC and smart-pixel layers, allowing the 

PC bandwidth bottleneck to be circumvented. By communicating data as a small number of large messages 

rather than a large number of small messages, the significance of latency is reduced and the optical 

bandwidth can be utili sed. In particular, the PC to smart-pixel layer communication bottleneck can be 

partially overcome by use of data streaming and the effect of this bottleneck is also reduced by the inherent 

scalability of this system. This scalability is provided by the fact that the cost of communicating between 

the smart-pixel and PC layers is independent of the number of processors. Although the optical bandwidth 

drops off rapidly with p, according to the analysis presented in section 2, this is not a fundamental problem 

since the value of opticalB  can be made substantially larger by adding additional buses in 1 dimension or 

using a 2D or 3D layout. Work is currently underway to consider this case in detail. 

More detailed simulation results, covering a wider range of cases are desirable, while it is also worthwhile 

considering ways of making more use of the computational functionality of the smart-pixel layer and 

investigating whether this can give a significant performance enhancement compared to more conventional 
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parallel computing platforms. Work is currently underway to address these issues by considering divide and 

conquer applications, where the smart-pixel layer is used to enhance the implementation of dynamic load 

balancing algorithms. On this basis, the optoelectronic architecture is being compared directly to alternative 

parallel architectures (a cluster, a network of clusters, etc.). Further simulations of the optoelectronic 

architecture are being carried out in this context. 
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