H 1 March 2001

i OPTICS
;-ﬁ COMMUNICATIONS
ELSEVIER Optics Communications 189 (2001) 39-46

www.elsevier.com/locate/optcom

Comparison of two approaches for implementing free-space
optical interconnection networks

Ben Layet, John F. Snowdon *

Department of Physics, Heriot—Watt University, Edinburgh EH14 44S, UK
Received 7 September 2000; received in revised form 26 October 2000; accepted 12 December 2000

Abstract

A particular design choice in the implementation of free-space optical interconnection networks (e.g. photonic
backplanes) based on cascaded image-relay lenses is investigated. In these systems, a communication link can be im-
plemented either by a single hop between source and destination nodes with the signal remaining in the optical domain
through many image-relay stages, or by multiple hops between adjacent nodes with the signal undergoing optical—-
electrical conversion and vice versa at intermediate nodes (which act as repeaters). These two approaches place different
demands on the optical system and the optoelectronic interface. We compare the raw bandwidth-per-link available in
two example networks (the mesh and the completely connected network) using a model of the bandwidth and power
consumption of an optoelectronic data channel and considerations on the aggregate bandwidth of the optoelectronic
interface chip. We find that the single-hop approach provides a higher bandwidth-per-link. For example, the single-hop
bandwidth-per-link is three times greater than the multiple-hop value for a mesh network of 49 nodes and for a
completely connected network of 13 nodes. The advantage can increase further as the network size grows. The
methodology is also applicable to the investigation of other implementation choices in optoelectronic intercon-
nects. © 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

The development of optoelectronic interconnect
technologies as alternatives to conventional elec-
tronic solutions is a continuing trend. Optoelec-
tronic communications links are being developed
for use over shorter and shorter distances. In the
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next few years it is likely that board-to-board
(photonic backplane), interchip and, perhaps, even
intrachip communication will be enhanced by op-
toelectronic technologies [1]. Free-space optical
interconnection networks are particularly attrac-
tive for connecting many nodes in a complex to-
pology, where a node may be a board or a chip.
Potential applications occur in multiprocessor
computing systems and in switching systems. Sev-
eral architectures exploiting this technology have
been designed and various demonstrator systems
constructed [2-5]. These systems are generally
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based on an optical system, sometimes referred to
as an optical bus, that is comprised of many image-
relay stages in a linear (or ring) physical topology.
It should be noted that, despite the linear structure,
such optical ““buses” can support arbitrary logical
topologies [5]. This is particularly important for
high-dimensional networks that cannot be easily be
designed as a free-space system by a direct mapping
of the logical topology into 3D space. Multiple
instances of optical buses can be used, of course, to
further expand the system possibilities.

One important choice in the implementation
of an optical bus is the manner in which each
logical network link is supported. Consider, that,
in general, a link is between a pair of nodes that
are not adjacent in the linear physical topology of
the bus. One implementation approach is to form
such links from multiple hops between physically
adjacent nodes. This has the advantage of sim-
plifying the optical system design and assembly.
The disadvantage is that the entire bandwidth of
the bus passes through the optoelectronic interface
at each node. An alternative approach is to use a
single hop to form each (physically) long-distance
link, with the signal remaining in the optical do-
main throughout. Since a high-performance free-

>

space optical system can carry more parallel sig-
nals than the optoelectronic interface, this method
has the potential to exploit the capacity of the
optical system more fully. However, since the
signal beams travel further through the optics,
therein suffering greater loss and becoming more
aberrated, the channel bit rate must be lower.
Consequently, it is not clear which approach
provides the greatest aggregate bandwidth. The
main purpose of this paper is to investigate this
point.

In Fig. 1 the two approaches are illustrated for
a single link in an arbitrary network. The link,
between the nodes a and d, is implemented by a
single hop in Fig. 1(a), and by multiple hops in
Fig. 1(b). In both cases the routers and optoelec-
tronic interfaces at @ and d are involved in sup-
porting the link. In the multiple-hop case the
optoelectronic interfaces at » and ¢ act as repeaters
whereas in the single-hop case they are not used
(and are free to support other links). In neither
case are the routers at b and ¢ involved. Hence the
router usage is the same in both cases and need not
be considered in this paper. We focus on the ca-
pabilities of the optoelectronic interface and the
optical bus.
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<

- Optical

—_
QO

~
2|

1 L ]

> | Electrical

L

o\ ®

L 1
I N
@ Router @

Optoelectronic interface

Image-relay stage

1]

o) l o

v

L. | | |

® ©

© ®

Fig. 1. Four nodes in an arbitrary network using an optical bus for interconnection, showing a single link between nodes a and d
implemented by (a) a single hop involving several image-relay stages, and (b) multiple hops each involving one image-relay stage, with
the optoelectronic interfaces at b and ¢ acting as repeaters. Signal flow from « to d is indicated by arrows. Above the dashed line these

represent optical signals, below electrical signals.
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In order to compare the single-hop and multi-
ple-hop approaches a model of an optoelectronic
data channel is described and general expressions
are derived for the raw aggregate bandwidth of the
optoelectronic interface in terms of the perfor-
mance of the constituent transceivers. Our argu-
ments are based on the physical characteristics of
the interconnect and, for the sake of simplicity, no
attempt is made to account for protocol and
control overheads, which in practice will consume
some of the raw bandwidth. The model is used to
compare the alternative approaches in the contexts
of the mesh network and the completely connected
network.

2. Model of an optoelectronic data channel

In this paper a single-bit optoelectronic data
channel is considered to be implemented by the
combination of a multiple-quantum-well modula-
tor to transmit the signal, imaging optics to focus
the beam onto the detector, and a transimpedance-
amplifier receiver to amplify the detected photo-
current to a logic-level signal. Since it is generally
the case that the modulator is capable of faster
operation than the receiver, the raw bandwidth of
the data channel is determined by the receiver
bandwidth. The power consumption of the data
channel is equal to the transceiver (i.e. modulator
and receiver) power dissipation.

The receiver performance depends on the area
(capacitance) of the detector and the power of the
incident beam. These parameters are mainly de-
termined by the optical system. In this paper we
assume a system based on bulk lenses although
other imaging components, such as microlens
arrays, would also be an option. In a coherently
illuminated image-relay system the diffraction-
limited spot size is independent of the number of
(identical) image-relay stages, but, due to random
manufacturing errors in the lenses, the geometrical
spot size (i.e. the spot size due to aberration) grows
as the square root of the number of stages [6]. This
assumes a well-corrected lens design, and also that
a perfect alignment exists between lenses, other-
wise some magnification of the spots may occur.
The latter assumption dictates that our results in-

dicate the best possible performance that can be
achieved by careful alignment (either manually
or by active-alignment techniques). A practical
technique sometimes used in the assembly of high-
performance multielement lenses is to allow lon-
gitudinal adjustment of one element in order to
adjust the effective focal length to the design value.
Assuming that this technique is used, our detailed
analysis of a five-element bulk lens design used in a
4f set-up shows that the distortion in the system
also grows as the square root of the number of
lenses [7]. (This also relies on the assumption of
perfect alignment between lenses.) The required
diameter of the detector is thus estimated as,

dget (m) = £/ d* + ma} + /ml, (1)

where d is the diffraction-limited spot size, a; is the
geometrical spot size after one image-relay stage, /|
is the distortion after one image-relay stage, m is
the number of image-relay stages. If the beam is
not significantly clipped by apertures within the
lens then the diffraction-limited spot size can be
equated to the waist size of the input Gaussian
beam from the source laser. In this case, the small-
est spot size for a given m is ensured by an opti-
mum choice of input Gaussian beam waist; too
large or too small a waist results in a large spot. (A
small waist produces a highly divergent beam that
experiences large aberrations.) In the optical bus
the number of image-relay stages in the signal path
can be variable, requiring a compromise in the
choice of the waist size. For a particular lens [§],
our modelling shows that a 95% encircled energy
waist size of d = 18.4 pm produces spots that are
within 15% of the minimum size for each value of
m from 1 to greater than 10. The 0.95 percentile
values of the other parameters are a; = 9.8 um and
[y = 9.6 um. The transmittance of the optics is
estimated at 0.9 per image-relay stage, which in-
cludes bulk absorption and surface reflections in
the two lenses in the 4f relay and also in a polar-
isation beamsplitter (which is required for beam
combination) [8].

In this paper we use the transimpedance-receiver
model developed in Ref. [9], in which the band-
width of the two-beam transimpedance front end
is related to the circuit parameters and the peak
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incident optical powers on the two detectors, Phign
and Py, by,

3Vinin Cin
B— Cr +
[2S(Phigh — Pow) ( A+ 1)

N 3(Cn+C)]!
Wem

(2)

where W is the transistor width, C, Cg and Cp
are the input, feedback and load capacitances
(each having constant terms and terms propor-
tional to W), g, is the transconductance per unit
width, A4 is the ratio of the transconductance to the
output conductance, S is the photodiode respon-
sivity and Vo, is the voltage swing required to
drive the post-amplifier. Values for most of the
parameters, for a 0.5-um CMOS technology, are
also given in Ref. [9]. The photodetector capaci-
tance (which contributes to the parameter Cyy) is
0.15 fF/um?. (The optics model determines the
required photodetector area.) The optics model
and the modulator model together determine Ppgn
and Plow~

For the sake of simplicity, we use this expres-
sion for the front-end bandwidth to estimate the
bandwidth of the entire receiver. Expanding the
capacitances into zeroth and first-order terms in W
and applying the binomial expansion to Eq. (2)
yields,

1 a
B=W-—W*=+0(W? 3
c c? + ( ) (3)
where,
3Vinin Cino 3(Cmi + CrLi)
= e Cro + +
“ 2S(Phigh - Plow) ( 0 A + 1> Em
(4)
3(C C
o= (Cmvo + Cro) 5)

8m

The extra single digits in the capacitance subscripts
denote coefficients of zeroth or first-order terms
(e.g. Cin = Cino + CiiW). For small transistor
sizes, the bandwidth depends linearly on the
transistor size. However, as the transistor size
grows, the slope of the curve decreases, which in-
dicates that to increase the bandwidth further a

progressively greater penalty is paid in power-
dissipation and circuit area. (These are propor-
tional to the transistor size.) Since the receiver
should be suitable for a smart-pixel environment,
in which there are severe constraints on both of
these parameters, it is sensible to select a receiver
design that operates in or near the linear region of
the curve. Setting the ratio of the second term to
the first term to be a small number, /& (= 0.1 for
example), and ignoring higher order terms, gives,
Wses = he/a. Hence,

Bies = Waes(1 = h) /e = h(1 — h)/a (6)
In our model the value of a is found to increase
from 0.084 to 0.21 ns as the number of image-relay
stages between source and detector increases from
1 to 10. Thus, the receiver bandwidth varies from
1.07 to 0.43 GHz over the same range. The re-
ceiver power dissipation can be estimated from the
steady-state currents that flow from the power
supply in the analogue front-end and post-ampli-
fier stages. A simple model of the FET in satura-
tion (see, e.g., Ref. [10]) can be used. The power
dissipation is proportional to the transistor width.
If the following constants are assumed for a ge-
neric 0.5 pum CMOS technology: Vpp =5V, Ir =
0.8 V and (the process transconductance parame-
ters) k, = 3.3, k, = 120 pA/V?, then the constant
of proportionality is 1.11 mW/um.

The MQW modulator is assumed to have a
reflectivity of 0.6 in the highly reflecting state and
of 0.2 in the low state. The power dissipation of
the modulator driver is estimated using the model
described in Ref. [11]. The driver circuit consists of
an appropriately sized transistor to drive the de-
vice plus (if necessary) a superbuffer to drive the
transistor. For a fixed optical power in the read
beam the power dissipation is given by,

Pyviop = Pro + BPry (7)

where Pty and Pr; are constants. Using the values
for the technology constants that are given in the
same paper (which are based on 0.5-um CMOS
with hybrid integration of MQW modulators), and
assuming the read signal power is 1 mW, one finds
that Pry is 1.65 mW and P, is 12.4 mW/GHz.
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3. Aggregate bandwidth of the optoelectronic inter-
face

The optoelectronic interface between a node
and the optical interconnect supports a large
number of optoelectronic data channels. In prac-
tice, the total number may be limited by device
yield issues or power-dissipation constraints, for
example. In order to examine these two cases we
begin by deriving expressions for the (raw) aggre-
gate bandwidth in terms of the individual channel
bandwidths and either the total number of trans-
ceivers or the total transceiver power dissipation.
Thus, the aggregate bandwidth is obtained either
per transceiver or per unit of power dissipation,
which permits the comparison of various network
implementations that is presented in the following
section.

In general the various transceivers in an opto-
electronic interface may operate at different bit
rates due to differences in the path through the
optical system of the associated beams (which af-
fect the spot size and power). Thus, in order to
proceed with our analysis, we group the trans-
ceivers into L groups, with all the transceivers in a
group identical. In group i, there are 7; trans-
ceivers with beam paths comprised of m; image-
relay stages. If each group is used to support a
single logical link in the network topology then,
because each network link should be able to sup-
port the same bandwidth, we have,

T:B(m;) = T;B(m;),

where the bandwidth of a single channel B(m) is
explicitly shown as a function of the beam path.
The parameters in the previous section that de-
pend on m are the beam powers Phign and Poy and
(through the beam area) the input capacitance Cyy.

(1)  Number-of-transceivers-limited — aggregate
bandwidth: The aggregate bandwidth is given by,

Bspa = ZTzB(mi) 9)

By using the requirement that all logical links
operate at the same bandwidth (Eq. (8)) we find,

Bspa = LT

,._Z]B@i)] o)

where T is the total number of transceivers.

(i) Power-dissipation-limited aggregate band-
width: The power dissipation of the transceivers is
given by,

L
Popa = ZTi(PTo + PriB(m;) + Pra W (m;)) (11)
i=1
By using Eq. (6) to express W in terms of B, and,
by using Eqgs. (8) and (9), we obtain the following
expression for the aggregate bandwidth,

PT() 1

i=1

Bspa = Pspa l + Pr;

B <
+L7(1 — Zc(m,-)

4. Comparing the single-hop and multiple-hop
approaches

In order to compare the single-hop and the
multiple-hop approaches we examine the relative
raw bandwidth available to each logical network
link in the contexts of two network topologies: the
2D-mesh and the completely connected network
(CCN) [12]. As stated in Section 1, we ignore
protocol and control overheads which would
simply reduce somewhat the actual data band-
width. The topology, the network size, n, and the
choice of either the single-hop or multiple-hop
implementation determine the values of L and m;
to be used in Egs. (10) and (12) for the aggregate
bandwidth. These values are derived below.

4.1. Mesh network

Conceptually, the nodes in a 2D-mesh network
can be pictured as lying on a square grid, with
connections only between nodes that are immedi-
ately horizontally or vertically adjacent to one
another. This topology can be sensibly embedded
in a linearly structured optical bus in a row-by-row
(or column-by-column) fashion. Thus, of the four
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possible neighbours of a node in the logical mesh
topology, two remain physically adjacent in the
mapping onto the linear structure, whilst the dis-
tance to the other two becomes equal to the
number of nodes in a row (or column). Hence, to
evaluate the single-hop aggregate bandwidth one
should use, L=Ly =4, mjy=mp, =1 and m3 =
my = /n, (Which assumes that a link between mth
nearest neighbours uses m image-relay stages). The
bandwidth available to each logical link is the
aggregate value divided by L.

In the multiple-hop case, by definition all phys-
ical connections are to adjacent nodes. Therefore,
m; = 1, for all i. However, in addition to the four
possible links that are logically connected to a node,
/n —1 links between other nodes use the opto-
electronic interface as a repeater (in the same man-
ner as, in Fig. 1, the optoelectronic interfaces of b
and c are used by the link between « and d). Hence,
to evaluate the multiple-hop aggregate band-
width one shoulduse L = L, =4+ 2(y/n— 1) and
m; = 1. The links using the optoelectronic interface
as a repeater are counted doubly because each re-
quires a signal to be received and retransmitted in
both directions (for a bidirectional link) whereas
each logically connected link requires a single op-
tical signal reception and transmission. Again the
bandwidth available to each logical link is the ag-
gregate value divided by L.

The ratio of the single-hop bandwidth-per-link
to the multiple-hop bandwidth-per-link in the mesh
topology is plotted against network size in Fig. 2.
Note that the longest optical path, for the largest
network shown, is 16 image-relay stages. Separate
curves are plotted for the cases of an equal trans-
ceiver power dissipation and an equal numbers of
transceivers. Also plotted is the ratio Ly:Lg,,
which is equal to the single-hop to multiple-hop
bandwidth ratio in the idealised case in which the
aggregate bandwidth of the optoelectronic inter-
face is fixed. For small network sizes all three
curves are very similar; the difference in the single-
hop and multiple-hop performance is largely due
to the difference in the number of links that share
each optoelectronic interface. As the network size
grows the effect of longer optical signal paths in
the single-hop approach (which reduce the band-
width of 1-bit data channels) causes the modelled
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Fig. 2. Ratio of the single-hop to multiple-hop raw bandwidth-
per-logical-link against network size assuming a mesh topology.
The dotted lines show results from the full model. The solid line
shows the idealised case of a fixed optoelectronic-interface ag-
gregate bandwidth.

bandwidth ratios to grow more slowly (than
Lon:Lg). In the equal-transceiver-power-dissipa-
tion case the ratio falls less quickly, because as the
single-hop data channels slow down they also
consume less power so more of them can be used.
Obviously, this is not permitted when a fixed
number of transceivers is assumed.

4.2. Completely connected network

In the CCN each node is connected to all other
nodes, with a dedicated link available for each
connection. Hence, the mapping of the CCN onto
the optical bus is trivial; the ordering of the nodes
is entirely arbitrary. Assuming the bus is connected
in a ring, the length of the links varies from 1 to
n/2. Therefore, in the single-hop case, L =n—1
and m; = [i/2].

In the multiple-hop case, m; = 1, for all i. In a
ring, there is a choice of two routes for each link.
To evaluate the number of links that pass through
the optoelectronic interface at each node we as-
sume that all links use the shortest distance around
the ring. If n is odd then the longest link is
(n—1)/2. For a pair of nodes separated by this
distance there are no cases of a link connected to
one node using the optoelectronic interface of the
other as a repeater (it would have to be longer than
the longest link). If the separation of the nodes is
reduced by one then there is one such case. The
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Fig. 3. Ratio of the single-hop to multiple-hop raw bandwidth-
per-logical-link against network size assuming a completely
connected network topology. The dotted lines show results
from the full model. The solid line shows the idealised case of a
fixed optoelectronic-interface aggregate bandwidth.

number of cases increases by one each time the
separation decreases by one. Therefore the number
of links, L.y, that use the optoelectronic interface
of a node as a repeater is given by,

((n=1)/2)-1

Liy(nodd)= )" i= W (13)
=1

Therefore, the value of L= (n—1)+2Ly =

(n* —1)/4.

In Fig. 3 the bandwidth-per-link in the two
cases is compared for the CCN in the same manner
as for the mesh network above. Again, and for the
same reasons, for small network sizes all three
curves are very similar. The advantage of the sin-
gle-hop approach is evident. This advantage grows
much more rapidly with network size in the CCN
because of the longer links required to implement
this higher connectivity topology. Again, the
longest optical path, for the largest network
shown, is 16 image-relay stages.

5. Discussion

The results presented above are useful to com-
pare single-hop and multiple-hop implementations
of an optical bus in cases where the optoelectronic
interface design is significantly influenced by the
properties of the optoelectronic devices and asso-

ciated circuitry (including the photoreceivers),
through either power-dissipation restrictions or
yield issues. In addition, circuit area concerns
are largely captured by the power-dissipation case,
as both these parameters are proportional to
transistor size. In cases where the optoelectronic
interface design is strongly influenced by logic
circuitry (in smart-pixel systems, perhaps) or
drivers for electrical lines going off-chip, for ex-
ample, the relative ease of building the appropriate
optical system may be more important in deter-
mining which implementation is chosen. However,
in practice, the power consumption, area usage
and yield issues of the optoelectronic devices and
associated circuitry are rarely secondary concerns.

Of course, our results rely on the accuracy and
relevance of the underlying models. In the optics
model, random errors are assumed to be domi-
nant. However, for large systems (i.e. with many
image-relays stages) and for systems based on
lenses with significant residual aberrations in their
design, systematic errors, which grow linearly with
the number of stages, will tend to become domi-
nant. This implies that the advantage of the single-
hop approach that we have shown becomes harder
to reach in practice for larger systems, as it be-
comes more challenging to eliminate systematic
errors. Our electrical model is based on 0.5-um
CMOS technology. We have not considered scal-
ing to smaller feature-size technologies but do not
expect to see any fundamental changes since the
scaling is likely to have a similar affect on both the
single-hop and multiple-hop approaches. In any
case, regardless of these limitations, we believe that
this paper demonstrates a useful methodology for
analysing optical bus-type systems.

In summary, we have demonstrated that the
raw bandwidth of an optical bus formed from a
cascade of image-relay lenses is greater for single-
hop implementations of network links than for
multiple-hop implementations for a large range of
network sizes, for two very different network to-
pologies and under two alternative assumptions on
the limit of the optoelectronic interface aggregate
bandwidth. In practice, the performance advan-
tage must be weighed against the more complex
optical system and system alignment that is re-
quired for a single-hop approach.
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