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Abstract

The list of applications requiring high
performance computing resources is constantly
growing. The cost of inter-processor
communication is critical in determining the
performance of massively parallel computing
systems for many of these applications. This
paper considers the feasibility of a commodity
processor-based system which uses a free-space
optical interconnect. A novel architecture, based
on this technology, is presented. Analytical and
simulation results based on an implementation of
BSP (Bulk Synchronous Parallelism) are
presented, indicating that a significant
performance enhancement, over architectures
using conventional interconnect technology, is
possible.

1: Introduction

A fundanental agpect of pardlel computing
is scdability and efficiency. Reent focus has
beenon computtional clustes built from low
cod commodity componerd, e.g. Cox etal. [2].
These sysems offer high performance at low
cog and are beconming commonphlcewithin the
acalermic comrmunity. For such sysems, a
critical facbr in deermining overdl pefformance
is the speed with which interprocessr
communicéion occus. This is patticularly true
for high-bandwith applications such as daa
mining and reaktime grgphics However
phydcal limits on electrical interconnecs, as
indicated by Miller [7] are likely to limit the
communicéion performance of sysms basedn
such technology [9]. Consegently, this pape
consders the feasbility of a massively parallel
compuational cluster of comnodity processos
with a high bandwidth FreeSpace Optical
Interconnect (FSOI). In this sydem, optically
encaleddda is guidedudng a series of mirrors
and lenses, rather than (e.g.) optical fibre. The
architecture is base arond a commodiy PC
cluster (the term PC is usedin the paperto
signify a comnodity processr), with

communicéion ocaurring via the FSOI as
explained in [11]. An addtional smart-pixel
baed layer is addel, with the purpose of
inteffacing between the PCs and the optical
interconnet. This layermustbe utilisedin such
a way asto overcomethe problem preentel by
the bandwidth bottleneckin thelinks to the PCs.
It is envisagedthat the smartpixel layer will
have relaively simple computaional
functionalty, eg. to sypport combiring and re-
ordering of mesags usal in the BSP
computitional model (see sedion 2). By
ensairing that eachPC hasa unique link to the
smartpixel layer, it is expeded that, since the
cod of communi@tion betwveenthe smat-pixel
andPClayers doesnotincrea® with the number
of processos, this architecture will be scalabe
with respect to comnunicaion cog. Further
detils regading the archiecture canbe foundin
[11].

The proposa@ optoeledronic architecture is
chactrised by a number of key paraneters
shown on figure 1. Definitions of these
pamaneters are gien in tabé 1.

The paperis organisd as follows. Secton 2
briefly introduesthe Bulk SynchonousParal el
(BSP) model (see Skillicorn et.al. [8]) and its
implementaion on the optodectronic
architecure. Analytic expressionsare presental,
which allow BSP cost paraneters to be
esimated. Sedion 3 preseats and compaes
analtic and simulaion reallts, basal on the
problem of intege sorting. Finally, conclusions
andareasof futurework arediscus®din secton
4,

2: Implementing the Bulk
Synchronous Parallel (BSP) model on
the optoelectronic ar chitecture

The conept of sepaating communicdéion
from computaton and sending large amounts of
daa at once seans well suited to the
optoelectronic archtecture, since data packes
can be combined into much larger messges
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Figure 1: The proposed optoelectronic architecture based on the concept of a
computational cluster, with a high speed optical interconnect. The processors in dotted
boxes indicate the possibility of using dual processor PCs.

Par ameter Definition
p Number of procesos
sp Number of flop/sperformedby PC
B.c Number of bis/sthatcan becommunicéed betveen
the PC and the smagixel layer
Lo Minimumtime requied to communicatedat betwea the PC

layer and tle smart-pixel layer (includes nessagestart-up,
time-of-flight, etc.)

optical

B Number of bis/sthatcam be comminicatd between
smartpixel arays(see se@n 3)

L

Minimumtime requred to communicatedata betwea

i smartpixel arays(see sedn 3)
B Number ofbits/s thatcan becommunicated between BSP
proces®rs in the optoelectonic implemenation of BSP
(see sedbn 2)
L. Minimumtime requied to communicated data betveen BSP

proces®rs in the optoelectronic implemenétion of BSP
(see gcion 2)

Table 1: Definitions of parameters used to characterise the optoelectronic interconnect

before being sern to a processor Consequetly,
the BSP computaional model is taken as the
bass for consicering the potential of this
architecture.

Section 2.1 introduces the BSP modd,
followed in secton 2.2, by a discusion of the
reasonng behird the  chosa BSP
implementaion and the implementation itself.
Secton 2.3 descibes andytic method for

as®ssng the cog perfformance of the system
architecure, in the conext of the model
indicated above

2.1. The BSP model
The BSP model is basd on a paallel

compuer, corsiging of a setof procesors(each
with local memory), a communication network
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that delivers messges direcly beween
proces®rs and a mechansm for efficient

syrchronsaton of all or any sub®t of the

proces®rs. A compugtion on a BSP computer

congsts of a seies of superseps eachof which

involves three phas: Firstly, the processos

pefform a local conputaton, i.e. each (or a

subst of) the processos perform a computdion,

using data that is stored in ther local memo.

This is followed by a communiation phase
where eah procesor send daa to other
proces®rs,to be recevedat the begnning of the

nextsupersep. Finaly, a barier synctronisaton

takesplace;all processos areguaianteed to have
received data sent in the previous phaseat the
end of syndironisaion. The structure of BSP
compuationsis appeding, sinceit fits well with

the notion of combining dat in to large
messges prior to interprocessr

communicaéion. The optical bandwidh canonly

be exploitedif large messagsarecomnunicatd

betwveen processes, so that latency does not

dominde.

Anothe significant advantage of the BSP
model is the simplicity of the as®ciated cost
model,which hasbeenshownto be acarat for
a wide range of computatons The cost of a
supestep is the sum of three terms, descibing
local computation (the maximum number of
computtional stepson a procesor, w), barier
syrchronsaton (I) and communicéion. The
communicéion termis mgh. Here,g is the time
taken to communicae one word under
continuoustraffic conditions, h is the maximum
number of mesagessent or receved by a
proces®r and m is the maximum number of
words in a messag@. A communication patern
with a given value of h is referred to asan h
More detdl scanbefound in B].

Since a significant number of parametrsare
being used to chaactrise the sysem, it would
be usefil to combine these into smaler,
manageble units to simplify the analysis
Consegently the folowing modelis used:

The threelayered optoelectronic system
architecture (figure 2) is viewed as equivalent to
an architecture A, consisting of a set of
processors connected by a simple interconnect,
with an effective bandwidth B, available in

communication between a processor pair, under
continuous traffic conditions. Smilarly, A is
characterised by an effective latency L, , the
minimum cost to be paid in any inter-processor
communication.

22. A data streaming based
implementation of the BSP model

In order to utilisethe high bandwidth offered
by the optoelectronic architecture, it is critical to
consder the following two issuesFirstly, dueto
the multi-layered nature of the architecuure,
careful consderaton of the BSPimplementation
is required, to ensure that the system doesnot
suffer from prohibitively high latency.Secondl,
it is desirable to collect data in the smat-pixel
layer andcombineit into large mesagesin order
to exploit the opical bandwidh.

Based on the above consderations the
following implemenéation of BSPis proposedA
PC andits corresponihg smart-pixel array (and
buffer) are viewed as a single BSP procesor.
Hence,communication betwveen the PClayerand
the smartpixel layer can occur during local
computtions, while inter-smartpixel array
communicdéion can only occur at the end of a
supestep.

It is assumed that there are two channe$
linking each PC to the smartpixel layer, so that
bi-direcional communicaion can occur
simultaneousy.

At the beghnning ofasupergep,daa received
in the previous supestep resides in the smart
pixel layer. The PCrecevesonly alarge enough
proportion of the daa to begn the local
compuation, such that it remains busy while
more datais arriving. Similady, daf is sent to
the smartpixel layer (where it is stored in the
buffers) suchhhat as hig a prgortion ofthedata
(to be communicatedat the endof the supeastep)
aspossble residesin the smat-pixel layer at the
end of thke localcomputation.

In orde to help to quantfy the effectivenes
of the data streamingmethoddesribedabove,it
is useful to introducetwo parametes, r ands:
For a given superstep, r is a lower bound on the
fraction of data remaining in the smart-pixel
layer associated with any PC after the initial
communication between the smart-pixel and PC
layers at the beginning of a superstep.

For a given superstep, sis a lower bound on the
fraction of data that resides in the smart-pixel

layer for any PC, upon completion of the local

computation at the end of a superstep.

Note tha the buffer storagecapaity is assumed
to be sufficienly large so that it does not
overfl ow.

It is possble to obtain an analtic expression,

allowing the BSP paramegr g to be edimatedin

terms of some of the paraneters in table 1.
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Recal that g is the costof comnunicaing a 1-
relation under continuous traffic conditions.
Noticethatthis asunes thatit coss the sameto
serd h single word messagesrom a processo as
it doesto send one mesgawith h words.This is
reasonaly accuate for largemessag sizes but
for smal message start-up coss can dominde.
This can be incorporated into the model sothat
the cog of sending an h-relation of m-sized(i.e.
m words) messges is mg(m)h Here (as

indicaed by Skillicorn etal. in [8]), the
communicdéionthroughput isgiven by,

g(m)= E%ﬂ%m (6N

In the above expression, g, is the asymptoic

(optimal) communication throughpu ratio,
reachedin the limit of large messges,and n,,

is the messgesize that would produce half the
optimal throughputratio. The cost Tl,,danon(m),

of sending a 1-relation of msized messges
undercontinuous taffic condtions s given by,

T]rrdatlon (m) = Leﬁ + Bﬂ (2)

eff

Note tha, in Eqg. (2) the bandvidth mug be
expres®d in terms of wordskecoml (words/flop
whennormalsed,asrequredin BSP).The same
appies in the equatons tha follow. From (1)
and (2) n, =B,L, andg, =1/B, .

Very high bandwidth free-
space optical interconmect

Kl Bt Lo
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The values of B, andL,, can therefore be

estmated by finding the cost of communicaing
al-relation (underconinuoustraffi c condtions).
As shownin [11],

_ 1 _ 1
B _a_(Z—s—r)+ 1 (3)

B B

PC optical

Notethat the effective bardwidth depadson
s and r, and conseuentl variesfrom supeistep
to supestep in the course of a BSP algorithm.
Clealy, the moreeffecive data streamingis, the
closer the effecive bandwidth is to B

optical *
Consegently, g is agorithm dependent and
variesfrom superdepto supestepwithin a given
algorithm.

L

eff

L..lolr)+ols
_ L (2 O/ @
In Eq. (4), h is included becase the cog
as®ciatedwith PClatencyis paid only twice, at

most, in comnunicating an h-relation (i.e. the
term in mg(mh asociated with PC latency is

independeat of h).
In addtion to g, the barier synchronisdion
paanmeter, |, also involves interproces®sr

communicéon. However barier
synchronsaton is nat likely to dominde the cod
of a well-desgned BSP algorithm.
Consegently, any performanceenhancementas
a realt of fager barier synchrmisaion is
ignored.

Interconnect

B5P BSP BSP

Figure 2: Implementation of the BSP model on the optoelectronic architecture. A BSP
processor consists of a PC and its corresponding smart-pixel array and buffer.
Equivalence with two-layered system is indicated.
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3: Algorithmic case study of the
optoelectronic ar chitecture

The pradicality of desgning algorithms with
effective ddaa streaning is assesed in this
sedion, by corsideing the system performance
in atypical application: pardlel integersotting.
The algarithm usel is parallel sorting by regular
samping (PSR5) [10], chose becaus it is
asymptotically optimal and is an appropiate
algorithm for communicating large message to
utilise heoptical bandwith.

In the implementaton of PSRS, dai&a
streaming is used both in sending subamrays to
the smartpixel layer during local (sequental)
soiting and in sendng dat to the PC layer
during merging of primary blocks at the end of
the algorithm. As indicaed in [11], the cost of
the PSRS algdthmis givenby,

C= cﬂloggﬂgﬁlog@pﬁ g%%?ﬁ%l
p p 2p p-Op
©)

where the third term on the righthand side
de<gribesthe communication cost Here,c anda
are condant: a is twice the number of basic
opertionsrequired to compae two integersand
store in appopriate locaions, while ¢ is 14
(arising from the stdistical nature of quicksor{)
multiplied by the number of opeiationsrequred
to compae and exchangewo integes.

A 64-proces®r machie is consderedhere
Two paraneters are of particular interest the
communicéion cost and the ratio C_,_/C,, . .
This ratio is critical, since a substantial

pefformane enhaacementin conmunicaton is
of little use if the computtion costdominates

Resuts are basedon a processr speed of
1Gflop/sand normalsed values L, =10°flops
and B,. =1bit/flop. In addtion, the following

expressons were obtained in [11], basedon a
onedimensond free space optal intercomect

* 0
By < 810200095 2 it/ )
01-095" [
(6)
where x = p/2and
Lpwew =167 +20 (nS) (7)

In orde to asses the validity of the analytic
results, simulations of the PSRS algorithm,
running on the optoekectonic architecdure, were
performed. The obecives d the expeiments ae
twofold: 1) an observaion of the behavour of
the system in terms of conputaion and
communicéion phases and 2) a compaison
betwveen the analtical and simulaion resuts.
The simulation objedives are acheved by
consdering a 64-proces®r mactine andvarying
the gze of a word (1632 bits) andthe number of
elements to sort (10*,...10"). The effect which
varying these paameters has orcomputation and
communicdion times are studed and compared
to the resuts obtained analticaly. In the
exampleschosendatastreaming is usedto send
data fromthe PClayerto the smart-pixel layerin
the first supersep, but is not usedin smartpixel
aray to PC commnunicaion in the final
supestep. Further adapations will be madeto
the simulator to allow simulations where daa
streamingis al® used in thefinal supergep.
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Figure 3: The communication cost and the ratio of computation cost to communication

cost as a function of n, for word size of 16 bits (p=64).
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The communication cost and the ratio of computation cost to communication

cost as a function of n, for word size of 32 bits (p=128).

The simulation tool used in obtaining these
results, PARSEC (PARallel Simulation
Environment for Complex sysems) [1], an
extensbn of MAISIE, is a C-basd discrete-
event simulation languagedevebped at UCLA
Parllel Computing Laboratory. This tool adops
the procesinteradion appoachto discrete-event
simulation. An object (also referred to as
physcal proces) or setof objedsin the physical
sydem is repregnied by a logical process
Interactions anong physiccal processe (evenis)

are moddled by timedamped messges
exchangel among the correspondng logical
proces®s. AlthoughPARSECprogramsmay be
executed using parllel optimistic  or
conrvaive protomls asindicaied by Fujimoto
in [4], the progamsdevebpedfor simulating the
optoelectronic archiecture are execued using
the traditiond sequential simulaton protoool
(Global EventList). The simulation accouns for
event  scheduing/exeaition, taking into
congderation both the computtion and
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communicdéion steps.Everts include sending a
message from a PC to smart-pixel array and
starting a local PC computation.

The simulator randomly geneates the
elements to be sorted and performs the three
supestepsin the algorithm descibed above. The
simulation hassignificant storage requiements
with the conseuence that resuts are only
presened for up to 10’ daia elementsto be
soited Neveathdess, this is sufficient to make
meanngful compaiisonswith the aralytic results
in order to vaidate them.

Figure 3 showsthe commnunication cog and
the rao C, /C,,.for both the anaytic and

simulation ca®s,for 16-bit words.

Clealy the agreemenimprovessubgartially
asn increases Figure 4 showsthe samegraphs
for 32-bit words. Once agah it can cleaty be
sea that the agreement betweenthe simulation
andthe andytic resultsimproves substntially as
nincreass. In both graphsof C, /C,, . aganst

n, the ratio C,_/C,,,, initially decresses and

then begins to increse acwording to the
simulation reaults. Thi isdueto thefact that, for
smal n, the computaion costis dominaed by
the sotting of primary sample in the second
supestep. Since this is indepedent of n, this
ratio deceasesas n increaes. However, as n
increases further, the quicksot and mergng
begh to dominate the computtion cost and
these increase faste with n than the
communicéion cost so that C,,/C,_, . begins

to increase Figures 5 and 6 show the same
graphs forl28 preessrs.

Sevenl points are worth making regading
the extentto which the anaytical andsimulation
results are expeced to agree Note that the
analtic cost expressons are only appoximate
Firsty, the costof quicksat andmergngused in
the algorithm (see[11]) are probablistic, hene
the cod preental is only anaverage cod. Since
the run-time is limited by the lag procesor to
finish in eachsupestep, the avaagerun-time for
the quicksat and merging compuations may be
expectedto bealittle slowerthanasumed mn the
analsis. Howeve, in appoximatng the
mergng cost the word-cage was assumed,
Secorly, note that only the tems that are
expected to domnat were included in the
anaytic appioach. For example the cost of
solting primary sanplesandsekecting seconary
sampes in the second supestep (the cog
as®ciatedwith this is only dependenton p, not
onn), washedected. This approxmationis only

comm

comm

comm

comm

valid for sufficiently large n. Note also that the
cod of bariier syncronisaion was negkctea,
under the assimption tha large messagesizes
would ensire that bandwdth consderations
dominae overatency.Naturally, includingall of
the above termswould improve the accuacy but
subgantially conplicate the analyds. This was
consdered unneesary, since the focus is on
determining wheter the optical bardwidth can
be utilised,hencetheresults of interest arethose
where n is large enough so that bandwidh
domindes in the communicaion cost The
acairacy of this as a function of n is made
cleare by the realts presenéd below.
Consegently, it is expeced thatthe resuts will
agreefairly well for largen but not for smalln
and that the geneml trends, regading
compuation and comnunication caosts (and the
ratio betveen them) as n increaseswill be the
samein both case. Both thes expectaionsare
saisfied.

The above resuts indicat that the analtic
results are very reasondle for values of n
exceeding 5 million, for both the 16 and 32-bit
(64 processr) caes. Noe thatall the valuesof n
usd in the resuts shownin table 3 exceedthis
value. Taking these resuts togeter, it can be
condudedthatthis appioachto implementingthe
pamllel sotting ensues a peformance
enhaacementaslongis nis large,giventhatthe
communicéion cost constitutes a substential
proportion of the overall cost. For large n, the
ratio C,,,,/Cemm IS @appoximatly 2 for the 16-

bit case and 1 fahe 32-bit case.

For a conveniond clustker, the bandwith
avalable in communiation betveen a pair of
proces®rs under continuous traffic condtions
will be subganially less than B, for the

optoelectronic architecure. For exanple, for the
32-bit word size and p=64, the effecive

bandwith for the optoelectronic arditectue is
0.99bitflop, assumig thatthe PCis opeiating at
1Gflop/sandthe PCbandwidh is 1Gbit's. Fora
conventional cluser, the correspondig effective
bandwith is limited by the bandwidh suppoted
by the switch/switches used. For example
noting that a completly conneted network (as
consdered abovg requires p(p—l)/ZIinks, a
1Gbit's switch couldnt suwport an effective

bandwidth of greder than 12Mbit/s when
p =64. Clearly this coud be improvedby using

more switches,howeve even with an effective
bandwidth of 100Mbit/s, the communicaton
timefor large n (i.e. whenbandwidh dominates
over latercy) would be approximately 10 times
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greatea than the communicdion time for the
optoelectronic architecure.

4: Conclusions and future work

In this paper a parllel sysem arditecture,
based on a compuational cluste, which makes
use of a high bandwidth freespae optical
interconnet has been preseted ard andysed.
Both anaytic and simulation resuts have been
presened, showing that the optical bandwith
can be exploited to significartly improve inter
proces®r comnunication peformance. These
results were basel on the problem of pardlel
integg sotting. A middle layer, consisting of
buffers and smant-pixel arays with simple
compuational functionality, is used to manage
the bandwidh mismath betwea the optical
interconnet and the PCs Large messigesare
collected in the smartpixel layer prior to inter-
proces®r communication, using dat streaming
betwveenthe PC and smartpixel layers allowing
the PC bandwidt botteneck to be cicumventel.
By communicéing data as a smal number of
large mesagesrather than a large number of
smal messges,the significance of latency is
reduced and the optical bandwdth can be
utilised In paricular, the PC b snart-pixel layer
communicéion bottleneck can be partially
overcome by the dat streaming appoach
discused in secton 2 and the effect of this
botleneek is aso reduced by the inherent
scdability of this sygem. This salaklity is
provided by the fact that the cost of
communicdéing betveenthe smert-pixel and PC
layers is independen of the number of
procesors. Although the optical bandwdth
drops off rapidly with p, accading to equaton
(5), this is not a fundamentaproblem since the
value of B, canbemadesubsantilly larger

by ushga2D or 3Dlayout[11].

While the reallts in this paperindicake the
potential of the sygem archiecture presenéd
and show that the optical bandwidth can be
exploited, more detailed quanttative resuts and
a thoroughanalysis of the systan architecture is
degrable. More detailed simulation resuts,
covaing a wider range of casgs are desiralde.
Thisissues curently beingaddes®d.

Clealy it is desrable to extendtheseresuts
to as wide a range of high peformance
compuing appications as possble. Work is
undeway to corsida a number of graphics
appications wth highbandwidth requrements
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