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Why Optics ?

Since electrons carry mass and
charge they interact strongly
(Coulomb Interaction).  Ideally
suited for switching.

Photons do not carry mass or
charge and are non-interacting
in free space.  They are ideally
suited to interconnection.
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Why Optics ?
• As the length or density of electrical interconnection

increases they suffer from increased wire resistance,
residual wire capacitance, fringing fields and inter-
wire cross-talk.

• Optical interconnection does not suffer from any of
these problems due to its non-interacting nature:
however this makes optics inefficient when trying to
implement any type of gate.

• Optoelectronics attempts to make the best of both
worlds by using electronics for switching and optics
for communication.
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B andwidth L imi tat ions

Thus for a 10cm electrical connection across a board
   Bmax ~150GHz

• Edge connections: 400 with ~100µm diameter lines A=3mm2

• 2D Solder Bump array: 2,000 with ~15µm diameter pads A=3mm2

Consider chip connections for a 10x10mm chip (100mm2):

The maximum bandwidth of
electronic systems has been
estimated by Burton Smith
(Tera Corp.) and David Miller
(Bell Labs) as:
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S I A R oadmap
I/O figures for high performance ASIC systems taken from
Semiconductor Industry Association.

† Chip to board (off-chip) speed (high performance for peripheral
buses.
†† Chip to package pads (peripheral).
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Origins  : H er iot -Wat t
s or t ing demons t rat or

Batcher’s bitonic sort



D ep ar tmen t of P hysi cs

Origins  : H er iot -Wat t
S P OE C demons t rat or
Smart-Pixel Opto-Electronic Connects
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Optical  H ighways

The concept of optical highways is to provide a general
purpose multiprocessor harness with several thousands of
channels passed node to node via an OFPGA interface.
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Opt o-E lect ronic S ys t em
Archit ect ure
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T he VCS E L  Ar r ay
The VCSEL (Vertical Cavity Surface
Emitting Laser) is a laser diode
that emits from the surface
of the substrate.
Typical speeds are >1GHz.
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MQW Modulator s
The MQW array does not produce its own output but modulates an input
beam.
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Photodetectors act as
input devices and are
currently available in a
wide range off-the-
shelf.

The faster they are
driven the more power
they require.

Detector  Ar r ays
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F l ip-Chip B onding
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Di ffr act i ve Optic E lements
(DOE s )

These elements are  used as array generators and
interconnection elements
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Modell ing OE  s ys t ems :
Why B S P ?

• Communication of large messages
required to exploit bandwidth?
– BSP separates communication from

computation.
– Messages between processor pairs are

combined.

• Simple cost model: few parameters.
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T he B S P  model

Barrier
synchronisation

Combining
and re-

ordering of
messages

Local
computation
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• BSP computer:
processors+interconnect.

•Computation and
communication occur in
distinct phases.

•Computations are a
series of supersteps.
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T he B S P  cos t  model

Cost of a superstep:

lghwC ++=

Local
computation

Communication
Barrier 
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R educing-S um
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Cos t of R out ing

• Large electronic
interconnects Pin
limited - Grid or
HC Topology

• Large Optical
interconnects -
HC+ or CNN

C ost against Num ber of Processors for Routing
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R educing-S um

• Binary-tree
algorithm

• Break-even 55
processors

• Most powerful
cluster today
>128 processors

Cost against Number of Processors for a Reducing-Sum
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B r oadcas t

• Break-even 8
processors

• Larger messages allow
for added bonus from
streaming and high
bandwidth

Cost against Number of Processors for a One-to-All Broadcast
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Conclus ions

•High connectivity reduced
communication costs for small
messages

•Optics provide high connectivity

•Low routing costs can speed small
data and network control messaging
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F ur ther  Wor k

• Other operations / applications

• Design and build demonstrator system

• Topologies for high connectivity

• Generic OFPGA application


