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Abstract

This thesis investigates electronic design issues in systems using parallel optical

interconnections to provide terabit/s scale I/O to VLSI circuits. It focuses on the design of

arrays of transimpedance photoreceiver circuits in the context of optically interconnected

digital switching systems.

The trade-offs in photoreceiver design are discussed. Transistor mismatch is shown to limit

receiver sensitivity. Trends in performance in future CMOS technology are projected. By the

0.1 µm generation, the analysis forecasts a major improvement in electrical power consumption

but, due to transistor mismatch, only a limited improvement in optical switching energy.

The design of the receiver subsystem for a prototype optoelectronic-VLSI switching system,

implemented in a hybrid 0.6 µm CMOS-InGaAs MQW modulator technology, is used to

provide several case studies. The system is designed to implement a 1 Tbit/s optical interface

using 4096 optical channels operating at 250 Mbit/s. Two receivers for this system are

described. Experimental results from prototypes tested with electrical inputs verify that the

designs meet the DC sensitivity requirements of the system. One of the designs applies the

transconductance-transimpedance circuit technique to this application area for the first time. A

detailed study of the merits of this approach in high bit-rate post-amplifiers shows that its high

gain-bandwidth product can improve sensitivity at some cost in power consumption and layout

area.

A method for analysing electrical crosstalk through the power supply network in two-

dimensional receiver arrays is presented. A case study shows that crosstalk has a major impact

on the performance of single-ended receivers suggesting that electrically differential designs

may be advantageous.

The work concludes that, although certain challenges remain, electronic design issues are

unlikely to prevent parallel optical interconnects from meeting the I/O requirements of future

VLSI circuits.
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Chapter 1

Introduction

1.1 Scope and overall research contribution

This thesis considers the problem of how to communicate data between VLSI integrated

circuits over distances of several centimetres at overall data rates in the terabit/s region. In

particular, it considers the application of optical communication technology to this problem.

The idea of using optical techniques to address the chip-to-chip interconnection problem has

been around for a long time [1]. However, it is only in the last few years that technology with a

realistic promise of eventual commercial application has emerged. Progress can be attributed to

a shift away from trying to develop custom VLSI technologies with in-built optoelectronic

capability towards developing techniques to allow parallel arrays of separately fabricated

optoelectronic devices to be tightly integrated with standard foundry VLSI electronics. Parallel

optical interfaces can be conceived consisting of arrays of optoelectronic devices providing of

the order of one thousand optical channels each running at speeds around 1 Gbit/s and hence

offering an overall capacity of 1 Tbit/s to a single integrated circuit. The technology has now

developed to the point that it is possible to contemplate its use in commercial systems within a

time-frame of 5-10 years, but it remains the case that a complete system of a realistic scale

based on the technology has yet to be demonstrated. In the absence of such a demonstration, the

risk attached to the considerable investment required to move the technology from the research

labs into commercial application may be unacceptably high.

The specific focus of this work is on aspects of the design of the electronic circuitry that forms

the interface between the digital VLSI electronics and the optoelectronics devices, in particular

the analogue receiver circuits that convert photocurrent produced by the optoelectronic

detectors into digital logic signals. While the essential structure of these receiver circuits is the

same as that of conventional telecommunications receivers, the need to integrate between

several hundred and a few thousand receivers onto the same chip in close proximity with digital

logic in order to satisfy the bandwidth requirement creates a new set of design problems. A

qualitative change in the nature of the receiver circuit is caused by the severe constraints on

performance parameters such as power consumption and layout area that result from the large

number of circuits in the array. Although several other authors have carried out work in this

area, the complete understanding of the electronic design issues in large two-dimensional

receiver arrays that is a prerequisite for the design of a fully operation demonstrator system is

yet to be achieved. This work makes significant progress towards this goal through a number of

design studies in the area covering, in particular, issues of transistor matching, electrical
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crosstalk, predicted performance in future silicon technology and new receiver design

structures for this application.

Although the design studies that make up this work are generic, they draw on the experience

gained from the design, as part of larger team, of an experimental system that aims to

demonstrate a parallel optoelectronic interconnect to a VLSI circuit with a bandwidth

approaching 1 Tbit/s. Case studies from the design of this system are used to illustrate the

general discussion throughout. Design of the demonstrator is complete and it is hoped to start

initial experimental tests in early 1999. By attempting to design and build a system on the scale

of the eventual application, it has been possible to identify problems in the underlying

technology requiring further study before commercial exploitation can proceed. Even though

complete operation to specification of this system is not expected, the problems identified in

the design process make it more likely that successful operation of future systems will be

achieved. The contribution made to the design effort on this project is an important part of the

work reported in this thesis.

The remainder of this chapter justifies in more detail the motivation behind studying this topic

and highlights the specific contributions to the area made by this work.

1.2 Motivation

1.2.1 The interconnect problem

In order to support the continuing increase in processing capability of integrated circuits and

the overall improvement in the performance of digital systems that this has produced, a

commensurate improvement in the capacity of the interconnects is required throughout the

hierarchy of the system.

Since its beginnings, the semiconductor industry has sustained an exponential rate of progress

as predicted by Moore in 1965 [2]. There is a significant effort within the industry to sustain

the trend: the Semiconductor Industry Association (SIA) periodically produce a ‘Technology

Roadmap’ [3] to identify the technological developments required over a 15 year time-scale to

sustain exponential growth. It seems likely that the scaling down of transistor dimensions that

is responsible for this trend will continue until at least the 0.05 µm generation which is

expected to occur by 2012. Although below 0.1 µm, fundamental physics will limit further

reduction of transistor dimensions, it is likely that even beyond this point there will still be

commercial pressure to sustain the improvement in overall system performance by other

means.

A large, digital system that is too complex to fit on a single chip must be partitioned into

several modules. At different levels of the system, these modules may consist of individual
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chips, multichip modules (MCMs) or entire printed circuit boards. In general, as the processing

capability of each module increases, the capacity of the interconnect that connects the modules

must also increase. This relationship is captured empirically by one formulation of Rent’s rule

which states that the bandwidth requirement of a module with processing capability C increases

in proportion to Cα where α is an exponent between 0.5 and 0.75 [4]. Assuming that this

relationship continues to hold and that the processing capability of each module continues to

increase, there must be a requirement for an interconnect technology with a higher capacity.

However, there is an increasing gap between the off-chip bandwidth available using electrical

interconnect techniques and the processing capability of integrated circuits. Even today, off-

chip bandwidth is considered by the electronics community to be the limiting factor in the

design of many systems [4]. It is not expected to grow at a rate that keeps pace with the

increase in bandwidth requirement implied by the higher gate count and operating frequency

together with Rent’s rule. The 1997 SIA Roadmap indicates that no currently known packaging

technology will be capable of meeting the year 2012 I/O requirements for high-performance

integrated circuits1 within the packaging cost targets of about $125 per package in 1997 US

dollars [3][5]. Whilst this is not an indication that packaging such chips using electronic

interconnect techniques is a physical impossibility, it does suggest that alternative technologies

for providing interfaces to ICs will become increasingly attractive. In identifying the six major

“Grand Challenges” facing the semiconductor industry to sustain the same rate of growth

beyond the 0.1 µm generation, the roadmap highlights off-chip communication in the gigahertz

frequency range as “perhaps even greater than the challenge of on-chip performance at this

frequency” [6].

It is possible to contemplate improvements in computer architecture that might reduce the

system interconnect bandwidth requirement, but these would require that significant fractions

of the available processing capacity be devoted to compensating for the limitations of the

interconnect. For example, although historically on-chip caches have been used in CPUs

primarily to reduce latency, they also serve to reduce the off-chip bandwidth [7][8]. A higher

performance interconnect would free up these resources to do useful processing.

There are a number of applications that might require interconnect bandwidths in the terabit/s

region. Terabit/s Internet routers are under active consideration for next-generation switching

systems [9]. Indeed, a commercial switch that scales to a throughput of 5.6 Tbit/s has already

been announced [10][11]. Massively parallel computer systems are another example [12]

although the market for such systems is currently rather small and may not be sufficient in

                                                     
1 High-performance microprocessors are expected to require 512-bit data buses operating at

1.5 Gbit/s.
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itself to justify commercial development of a completely new technology. Thus, although the

improvements in silicon technology within the next ten years may allow many low-cost

consumer systems to be integrated onto a single chip, and thus eliminate the need for a

packaging hierarchy, it seems likely that there will remain a class of large digital systems that

requires partitioning between several modules and thus an improved interconnect technology. It

is this class of system that the work in this thesis targets.

1.2.2 Capabilities and limitations of electrical interconnects

This section discusses the physical origins of the limitations of conventional electrical

interconnects and reviews how the interconnect problem might be addressed electronically,

before going on in the next section to look at how optical interconnects can overcome some of

these limitations. The issues in the design of high-performance electronic signalling systems

are reviewed in [13] and an extensive bibliography of this field is available in references [14]

and [15].

Frequency dependent loss

The main physical limitation on the use of electrical signalling over long distances is frequency

dependent loss due to the skin-effect and dielectric absorption.

The attenuation due to the skin effect increases in proportion to f1/2 above a certain critical

frequency. This gives rise to a so-called ‘aspect ratio’ limit on the bandwidth of an electrical

interconnect [16] [17] relating the maximum total capacity of an electrical interconnect BMAX to

the overall cross-section A and the length L:

20 L

A
BBMAX = (1.1)

The constant of proportionality B0 is related to the resistivity of copper interconnects and is

only weakly dependent on the particular fabrication technology; it is about 1015 bit s-1 for typical

MCM technologies2 and 1016 bit s-1 for on-chip lines.

This limit is scale-invariant and so applies equally to board-to-board interconnects as to

connections on an MCM to the extent that B0 is independent of technology. Also, for a fixed

cross-section, the limit is independent of whether the interconnect is made up of many, slow

wires or a few fast wires up to the point where other effects start to limit performance.

                                                     
2 Calculated by Miller and Ozaktas from experimental loss data assuming loss is dominated by

skin-effect related mechanisms.
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The aspect ratio limit is part of the reason why fibre-optics have replaced coaxial cables in

telecommunications networks. The bandwidth requirement of digital systems has already

reached the point where, in high aspect-ratio long haul telecommunications links, the limit of

equation (1.1) is exceeded. As the bandwidth requirement continues to increase, the limit will

become important in systems with aspect ratios more typical of those found in self-contained

digital systems.

The attenuation due to dielectric absorption increases in proportion to frequency leading to an

upper limit on operating speed that is inversely proportional to distance. It is independent of

conductor cross-section and is not scale-invariant. For a 1 Gbit/s interconnect, it would in itself

limit the length to 1 m for a stripline in a standard FR4 epoxy fibre-glass PCB interconnect and

maybe 10 m in a good low-loss material such as PTFE. However, it does not limit the overall

bandwidth of an interconnect over a certain distance in the same way as the skin effect because

a higher overall bandwidth could be obtained by using more conductors within the same cross-

section.

Figure 1-1 compares the limits on interconnect length imposed by the skin-effect and dielectric

loss as a function of bit-rate and conductor cross-section.
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Figure 1-1: Comparison of the bit-rate limit imposed by skin-effect and dielectric losses

for a single-channel data link as a function of conductor cross-section

Impedance discontinuities

Propagation of electrical signals over appreciable distances requires the use of transmission

lines; there are a number of practical difficulties in constructing an ideal transmission line with
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a uniform characteristic impedance. Impedance discontinuities created by package pins, vias,

connectors and gaps in the signal return plane create unwanted reflections which contribute to

the total noise on the digital link. This becomes an increasing problem at high signalling rates

because the physical size of discontinuities that are important becomes smaller.

Manufacturing tolerances in the transmission line medium and termination resistors also

contribute towards signal reflections.

Crosstalk

Electrical interconnects are susceptible to various forms of crosstalk but this is not a

fundamental limit and can be controlled with careful design. Sources of crosstalk include

mutual inductance and capacitance with adjacent signal lines and the finite impedance of a

common signal return in a connector or a package pin. The former source can be completely

controlled by enforcing rules on minimum signal separation. Both problems can be

substantially reduced by employing differential signalling.

Power consumption

The power dissipation in termination resistors is often cited as a major disadvantage of

electronic signalling but is a much less serious problem with low-voltage signalling

technologies specifically designed for high-speed operation than with conventional CMOS

signalling which has very poor performance in high-speed signalling applications. For example,

a 5V swing across a parallel terminated 50 Ω transmission line3 produces a power dissipation of

250 mW; in contrast, for a 400 mV differential swing across a 100 Ω termination (as used in

the LVDS standard [18]), the power dissipation is only 1.6 mW.

Nevertheless, the overall power consumption of a long distance electrical interconnect is

typically an order of magnitude higher than in an optical equivalent using highly integrated

optoelectronic components. Reasons for this include the larger parasitic capacitance of

electrical interconnects (of the order of 1 pF compared to 100 fF for a small optoelectronic

device, constrained in part by the need to provide adequate electrostatic discharge protection)

and the need to employ complex synchronisation circuitry to compensate for the skew in long-

distance electrical interconnects.

For example, a state-of-the-art commercial 2.5 Gbit/s bidirectional transceiver core [19] has a

typical power consumption of 200 mW per channel and allows a total chip I/O bandwidth of

160 Gbit/s for a 32-channel system. In contrast, 1 Gbit/s optical transceivers have been

demonstrated with a power consumption of the order of 10 mW [20].
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Electromagnetic compatibility

Meeting regulatory requirements on electromagnetic emissions is a challenge in large digital

systems and can increase the overall cost of the system. This problem is again substantially

reduced by the use of low-voltage differential signalling.

Example problem

As an example of the limitations imposed by aspect ratio and the skin-effect, consider the

problem of constructing an electrical backplane for a rack-mounted electronic system. Assume

that the backplane has a horizontal dimension of 40 cm and a vertical dimension of 10 cm and

consists of a multilayer printed circuit board. The signals use thin copper striplines, of width w

and with a ground layer between each signal layer4, configured as point-to-point differential

links5. The lines are assumed to run parallel and the longest link is assumed to extend across the

entire backplane.

A typical construction [15] for such a link would be a 150 µm wide track with a pitch of

0.5 mm for each track for an overall pitch of 1 mm for the differential pair with a dielectric

thickness h of about 0.4 mm. This gives a 50 Ω characteristic impedance. The pitch is set by

crosstalk requirements rather than fabrication constraints. Assuming that current flows

uniformly within one skin depth of each surface in the stripline and in an equal area in the

return path through the ground plane, the maximum bit-rate per line is:
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(1.2)

where σ = 5.80 × 107 Ω-1m-1 is the conductivity of copper, Z0 is the characteristic impedance of

the line (which is a function of w / h), α is the maximum tolerable loss in dB at a frequency

BMAX / 2 (taken to be 2 dB [13]) and µ0 is the permeability of free space. This gives a data rate

limited to 2 Gbit/s by frequency dependent loss due to the skin effect alone. Within the 10 cm

vertical dimension of the backplane, there is room for 100 signals per layer giving an absolute

                                                                                                                                                           
3 Parallel termination of 100 Ω resistor to +5V and 100 Ω resistor to 0V assumed.
4 It might be possible to place two layers of conductors between ground planes to reduce the

number of layers, provided the separation between the two signal layers is sufficient to avoid

crosstalk (in this backplane application, all conductors are assumed to be running in the same

direction).
5 The advantages of differential links for high-speed signalling are outlined below. Point-to-

point links are much easier to implement at high line rates than multidrop buses because they

have fewer impedance discontinuities.



8

maximum capacity of 200 Gbit/s per signal layer. In practice, it would be difficult to achieve

this routing density because of the area occupied by vias in the board and the fact that the

required pattern of interconnections is likely to be more complicated than a set of parallel lines.

Now consider the effect of varying the dielectric thickness h by a factor K. If the thickness is

decreased, then the track width must be decreased to keep the characteristic impedance the

same. The minimum pitch required to achieve a given level of crosstalk is proportional to h and

so the pitch can also be decreased by a factor K. There is an overall increase in the number of

signals K but a reduction in the maximum rate of each line by a factor K2 and thus an overall

reduction in the capacity of the backplane by a factor K reflecting the increase in the aspect

ratio. Conversely if the dielectric thickness goes up by a factor of K, pitch must be increased to

keep the crosstalk at the same level; the capacity of the backplane goes up by a factor of K with

K times fewer links running at K2 times the speed. Since other factors such as impedance

discontinuities due to the backplane connectors will limit the maximum speed of an individual

line, there is clearly a limit to which the capacity of a single layer can be increased by this

means.

To provide a significant increase in the backplane capacity, it is necessary to add more layers,

which will increase the cost of the electronic system and may impose a practical limit on the

capacity that can be achieved using standard electrical interconnects. The number of layers

required to implement a terabit/s capacity backplane (5 signal plus 5 power) is not prohibitive

but for capacities much higher than this, the limit starts to become important. Because of the

scale invariance of (1.1), the above calculation applies to any planar interconnect with a length

to overall width ratio of 4:1. The limit may differ slightly from technology to technology

because of differences in the maximum number of layers that can be fabricated economically.

For example, it is currently practical to fabricate printed circuit boards with 50 layers [21][22]

whereas MCM technology is restricted to between 5 and 8 [23][24]. On the other hand, the

physically smaller size of the impedance discontinuities in multichip modules will increase the

maximum possible bit-rate per line and thus allow an overall increase in capacity per layer

through the use of proportionately thicker dielectric spacing.

This calculation says nothing about the other practical difficulties of building an electrical

backplane with this capacity, in particular the problems created by the impedance

discontinuities of the backplane connectors.

Electronic solutions to this problem are being considered but will tend to increase the overall

cost of a system through, for example, increased power consumption. One promising technique

is to employ line equalisation to increase the amount of tolerable loss in (1.2). Laboratory

implementations have demonstrated that 10 dB of loss can be equalised in a 4 Gbit/s link,
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which increases the bandwidth limit by a factor of 25. The power consumption in current

technology is around 100 mW per transceiver [13].

1.2.3 Advantages of optical interconnects

This section reviews the motivation behind the exploration of optical interconnects as an

alternative to electrical interconnects. The physical advantages of optical connections are

discussed in more detail by Miller [25].

The narrowband nature of optical signals makes it relatively simple to construct high-quality,

uniform transmission lines that operate at high data rates. An optical signal is modulated onto a

very high frequency (~ 1014 Hz) carrier and thus the signal can be treated as narrowband for the

purposes of matching the impedance of the transmission line (in this context, free space) to the

load (in this context, the detector material) using quarter-wave sections of transmission line (in

this context, a dielectric antireflection coating) in a way directly analogous with the termination

of narrowband microwave signals. Unlike the resistive termination required to achieve a

broadband match to a baseband digital signal, there is no power dissipation associated with this

termination.

The narrowband nature also eliminates frequency dependent loss: there is no equivalent to the

aspect ratio limit for optical interconnects. Dispersion limits the distance over which signals

can propagate in optical fibres, leading to a fixed bandwidth-distance product (1 GHz km for

typical multimode fibre [26]), but this limit is not important over the distances encountered in

self-contained digital systems.

Various forms of optical crosstalk exist in parallel optical data links but, as with electrical

signals, can be controlled by separating the channels by sufficient distance. Optical signals do

not in themselves suffer from signal-return crosstalk, although the transceiver electronics at

both ends of the link are still susceptible to the problem. Optical signals do not produce and are

immune from electromagnetic interference.

Parallel optical data links also have lower skew than parallel electrical data links. In free-space

optical data links, the intrinsic skew is zero whilst in fibre data links, the skew resulting from

manufacturing variations can be an order of magnitude better than achievable in coaxial cable

(8 ps m-1 for typical fibre ribbon compared to 40-50 ps m-1 for micro-coaxial cable [27]). This

can eliminate the need to resynchronise each channel independently in a medium-distance

parallel optical interconnect and lead to an overall reduction in power consumption as

discussed in Section 1.2.2.
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1.2.4 Summary

In the short-term, relatively simple improvements to established electrical signalling

techniques, such as the widespread adoption of low-voltage differential signalling, are

sufficient to overcome many of the disadvantages of current CMOS signalling practice.

In the longer term, the aspect ratio limit on conventional electrical interconnections will make

it increasingly expensive to sustain the growth in overall system performance in the absence of

revolutionary approaches to the interconnect problem. It is important that, at this point in time,

a range of such approaches are considered so that, by the time the interconnect problem is faced

by commercial systems, at least one is sufficiently mature for adoption by industry. Equalised

electrical signalling, new architectures that reduce the requirement for global interconnect and

optical interconnections  are all possible solutions. The goal of this work is to contribute

towards the development of the latter.

1.3 Thesis organisation and specific research contributions

The organisation of the thesis is as follows.

Chapter 2 begins by reviewing the different technologies that can be used to form high-

bandwidth optoelectronic interfaces to VLSI electronics; it discusses the current state-of-the-art

and describes in more detail the specific optoelectronic device technology, based on surface-

normal InGaAs multiple-quantum-well diodes, that is used as the focus for this work. It

describes some experimental characterisation of these devices, carried out by the author, which

demonstrates for the first time that devices in this particular fabrication process can be

modulated at speeds that are useful for high-bandwidth parallel optical interconnects.

Chapter 3 describes the design of a prototype switching system, based on this technology, that

includes an optoelectronic interface with a target capacity of 1 Tbit/s. This system is the focus

of a large research effort to which more than 25 people have contributed. Its aim is to act as a

vehicle for investigating some of the technologies required for high-bandwidth optical

interfaces; although, as mentioned above, experimental tests of the complete system are not due

to start until early 1999, it has already partially fulfilled this goal in the design phase of the

project by identifying the main issues that must be considered when a system based on this

kind of technology is built.

The chapter concentrates primarily on the system architecture and high-level digital design.

Some of the general electronic design issues that were raised in the course of this project are

highlighted. The author made significant contributions to these areas of the project, although

the detailed digital design was carried out by Philippe Benabes and Alain Gauthier of Supélec,

Paris. The author was solely responsible for the design of the analogue receiver subsystem and,
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by adopting electrically differential design techniques for some of the electronic receiver

circuitry and modulator drive circuits, contributed towards the development, by the University

of Glasgow, of a new and more manufacturable optoelectronic device fabrication process.

The remainder of the thesis deals specifically with the design of receiver circuits for this

application area and was carried out entirely by the author.

Chapter 4 is a general study of the design trade-offs in such circuits. It contrasts the design

optimisation with that in conventional single-channel optical receiver circuits and includes the

first quantitative analysis of the role of MOS transistor mismatch in large receiver arrays,

updating related work by Novotny on FET-SEED technology [166]. Chapter 5 illustrates this

discussion with a case study from the switching system described in Chapter 3, and includes

experimental results from an electrical test implementation of a receiver circuit in 0.6 µm

technology.

Chapter 6 extends the design study of Chapter 4 by looking at how receiver performance can be

expected to change in future silicon technology. While there has been previous work in this

area [167][168], it has not included the effects of transistor offset, which the analysis shows to

be the main factor limiting circuit performance. This result suggests that slightly different

approaches may be required in future to alleviate the offset problem and discusses some of the

possibilities.

Chapter 7 describes the first application of the transconductance-transimpedance circuit

technique to receivers in this application area. Its general advantages for high-data rate

receivers are discussed and illustrated with another case study from the prototype switching

system including experimental results.

Chapter 8 presents a method for analysing electrical crosstalk resulting from simultaneous

switching noise in large receiver arrays. It introduces a simple analytical technique for dealing

with the distributed nature of the receivers in two-dimensional arrays. It highlights some

significant shortcomings of the simple receiver circuits used to date in this application area in

terms of immunity to crosstalk and suggests some alternative approaches.

Finally, Chapter 9 concludes by summarising the main results and identifying areas requiring

further study.
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Chapter 2

Optical interface technology

2.1 Introduction

In this chapter, the technologies required to implement high-bandwidth optical interfaces to

VLSI electronics are reviewed.

The technology for implementing single-channel optical links is very mature. The use of

single-channel optical links in long-haul telecommunications is well established. More

recently, optical data links have been used in a number of mass-market applications

including local-area-networking. Fibre Channel [28] and Gigabit Ethernet [29] are two

example standards that provide low-cost data links at data rates of around 1 Gbit/s using a

single fibre.

Single-fibre terabit/s optical data links have been demonstrated in the laboratory using

wavelength-division multiplexing [30]. However, these demonstrations are aimed at long-

haul telecommunications; the technology is not suitable as it stands for constructing highly-

integrated interfaces to VLSI electronics: it uses a large number of individual optoelectronic

devices and fibre components to combine tens of independent data sources that are

generated using special purpose electronics operating at ≥ 20 Gbit/s.

It is more likely that terabit/s scale optical interfaces to individual VLSI circuits will be

implemented using more channels operating at lower speeds that are compatible with

mainstream electronics (perhaps somewhere between 256 channels × 4 Gbit /s and

1024 channels × 1 Gbit/s). The technology required to support optical links with this many

channels is still at the research stage. There is a requirement for large arrays of

optoelectronic devices, a transmission medium that can carry multiple channels (such as a

fibre-ribbon or a free-space imaging system) and new packaging techniques to interface the

optoelectronic devices to the transmission medium. In particular, two-dimensional arrays of

optoelectronic devices and associated packaging technologies may be required to provide

sufficient channels.

Integration of the optoelectronic devices with mainstream VLSI electronics is almost

certainly required to make these multiple-channel optical links economically feasible.

Monolithic optoelectronic integrated circuits (OEICs) comprising, for example, a detector

and receiver in a special-purpose fabrication process, have been demonstrated to provide

high-performance for single-channel links. However, multiple-channel links require a VLSI

process to implement arrays of interface circuits: receivers to convert photocurrents into
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digital logic levels, and transmitters to convert digital logic levels to the signals required to

drive modulators or emitters. A capability to include complex digital functionality such as

buffering and routing is also desirable.

A huge investment would be required to develop, from scratch, a high-yield, state-of-the-art

VLSI process with a full optoelectronic capability. The market for optical interconnect

technology is simply not large enough to justify this development even if it were technically

feasible. A more realistic approach, commonly referred to as ‘optoelectronic VLSI’,  is to

leverage off existing investment in mainstream VLSI by implementing the electronic

functionality in a conventional, state-of-the-art fabrication process and developing

techniques for integrating separately fabricated optoelectronic devices with the VLSI

electronics. This approach also allows the performance of the optoelectronic devices to be

optimised separately from the electronics. Silicon CMOS is a strong candidate for the base

VLSI technology because of its low-cost and widespread use, but other technologies with a

VLSI capability that are available at moderate cost, such as GaAs MESFETs, could also be

considered.

This chapter begins by reviewing monolithic and hybrid techniques for accomplishing this

integration. The characteristics of the most important optoelectronic device types are

discussed and some experimental characterisation of the particular device technology used

in this work is described. The chapter concludes by comparing the fibre-ribbon and free-

space approaches to implementing multiple-channel optical data links.

Several detailed reviews of optical interface technology have been published by other

authors [31][32][33].

2.2 Monolithic integration

It is possible to fabricate detector structures as part of the standard processing sequence of

certain VLSI technologies. Although the performance of these detectors is, in general, not as

good as optimised devices in custom processes, there are obvious cost advantages in using a

standard foundry.

Unfortunately, the responsivity of high-speed photodiodes fabricated in silicon CMOS

processes at the standard short-distance data-link wavelength of 850 nm is poor. The

physical origin of the poor performance is the long absorption length at this wavelength in

silicon. Carriers are generated deep in the silicon substrate and take a long time to reach the

pn junction, which is relatively shallow in a modern CMOS process, resulting in a detector

with a slow response. Improved performance can be obtained at shorter wavelengths.

Techniques have been used to improve the speed of response at the expense of responsivity.
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Ayadi [34] discusses the design of detectors in a standard CMOS process in detail and

describes a 180 Mbit/s receiver circuit [35]. Woodward et. al. [36] report a 1 Gbit/s receiver

using a photodiode with a responsivity of between 0.01 A/W and 0.04 A/W at 850 nm in a

standard CMOS process; Kuchta et. al. [37] report a 0.07 A / W detector in a standard

BiCMOS process with an intrinsic bandwidth of 700 MHz. Kuijk [38] describes a low-

capacitance (0.012 fF / µm2) detector structure implemented in standard CMOS with a

responsivity of  0.05 A/W; the low capacitance of this structure might compensate in part

for the low responsivity (see chapter 4). The ideal responsivity at 850 nm is 0.68 A/W and

so these detectors provide external quantum efficiencies of between 5% and 10%. The low

responsivity of these devices compared to optimised pin diodes means that higher power

optical sources would be needed to achieve the same data rate. Whether these monolithic

detectors are suitable for use in large arrays will depend on whether the cost saving resulting

from the use of a standard, monolithic process is enough to offset the increased cost of the

more powerful optical sources.

Recently, GaAs  MESFET technology has emerged as an alternative to silicon for high-

speed circuits with medium circuit complexity [39][40]. This technology may offer a

suitable platform for implementing high capacity optical data links and has been used in

several experimental systems [41][42]. One advantage of this technology is that it allows

easy fabrication of interdigitated metal-semiconductor-metal detectors, or MSMs, as part of

the standard fabrication process. A single additional mask step can be used to improve the

responsivity of the detectors. Compared to pin diodes, MSM detectors have the advantage of

a low capacitance per unit area (in the range 0.01-0.06 fF / µm2 depending on the design

[43][44]) but have a lower responsivity due to the shadowing effect of the metal fingers

(typically in the range 0.2-0.35 A/W [45][46][100]). A theoretical comparison has shown

[47] that, when the effect of photodiode capacitance on receiver performance is considered,

MSMs can offer better overall performance than pin diodes. 8×8 arrays of MSM detectors

have been reported [48]; because of the extremely simple device structure, it can be

anticipated that very large arrays could be fabricated with high yield.

Integrated GaAs MSMs have been used commercially to fabricate a low-cost 1 Gbit/s

integrated receiver for local area network applications [49].

The performance of GaAs MSMs is easily good enough for optical interconnect

applications, but it is likely that GaAs MESFET based VLSI electronics will remain a

relatively expensive, niche technology with lower levels of integration than a state-of-the-art

silicon CMOS process.

In any case, standard monolithic technologies can only offer a solution to half of the optical

interconnect problem because the device structures required to implement the optical output
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devices – whether they be modulators or lasers – require dedicated processing steps. Indeed,

the silicon material system is fundamentally unsuitable for emission based output devices

because of its indirect bandgap. Efforts to monolithically integrate modulator devices with

GaAs MESFET technology by Bell Labs [50], although successful in producing devices for

prototype optical interconnect systems [65], were abandoned in favour of hybrid integration

techniques.

2.3 Hybrid integration technology

In the absence of  a completely monolithic solution to the problem of fabricating

optoelectronic device arrays, some form of hybrid integration technology must be

considered. Two basic approaches have been followed:

• fabricating the optoelectronic devices separately and then bonding them to foundry VLSI

chips or wafers;

• taking foundry wafers and using them as a starting point for growth of optoelectronic

material and fabrication of optoelectronic devices.

2.3.1 Bonding technologies

Conventional wire-bonding has been used for parallel optical data link applications

[41][103] but is limited in its applicability to chips with a relatively small numbers of

channels. Typically this would involve wire bonding both optoelectronic devices and

electronic interface circuits to an intermediate substrate such as a ceramic multi-chip-

module. This scheme is relatively simple for linear arrays of devices, but in two-

dimensional arrays, interconnect traces are required to route the device connections to the

periphery of the optoelectronic die for bonding. A key problem with this approach is the

effect of the parasitics associated with the wire bond pads and interconnect traces. It will be

shown in chapter 4 that the low parasitics associated with more advanced packaging

techniques are not so much a useful advantage but rather an essential requirement for the

feasibility of very large receiver arrays because of the strong relation between receiver input

capacitance and power consumption.

A more promising technique for hybrid integration is flip-chip bonding. This is a derivative

of IBM’s C4 (controlled-collapse chip connections) technology [51] that was developed in

the 1960s and is widely used in high-density electronic packaging today. It was first used to

attach optoelectronic devices more recently [52][53]. Figure 2-1 shows schematically an

optoelectronic device (a pin diode) attached to a CMOS circuit using the flip-chip

attachment technique. The electrical connections to the two terminals of the photodiode are

formed by spherical bumps of solder.
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Figure 2-1: Flip-chip attachement of optoelectronic devices onto foundry electronics

The diode is referred to as a ‘surface-normal’ optoelectronic device because the light is

incident from above. Such devices allow the construction of two-dimensional arrays of

devices, in contrast to, for example, edge emitting lasers. In this geometry, the optical signal

has to pass through the substrate. In certain material systems (strain-balanced InGaAs on

GaAs between 980 nm and 1064 nm, and InGaAs on InP at 1.3 µm and 1.55 µm), the

substrate is transparent and the device can be used as it stands. In other material systems

(GaAs at 850 nm), the substrate is absorbing and must be removed [54].

The flip-chip solder connections are formed as follows. The starting point for the process is

two wafers covered in passivation: one silicon wafer fabricated in a standard foundry and

one wafer of optoelectronic devices. The wafers contain metal pads at the location of the

flip-chip connections. Holes are opened in the passivation layer above the metal pads, and a

secondary pad of solder-wettable material is deposited over the opening1. On one wafer,

solder is then evaporated over the wettable pad and melted to form spheres of solder (Figure

2-2) bounded by the non-wettable passivation layer. After dicing into individual chips, the

optoelectronic chip is turned upside down and aligned approximately with the silicon chip.

The solder is then melted again and the two chips pulled by surface tension into accurate

alignment. This process requires three extra lithographic steps for each chip. A typical

dimension for the wettable pad is 15-20 µm.

                                                     
1 The wettable pad typically consists of a three layer stack of metals such as chromium,

copper and gold. A thin outer layer of gold protects the copper from oxidation and is

dissolved by the solder. Copper is the wettable layer itself. Chromium forms a barrier layer

to prevent a reaction between the copper and the underlying aluminium metallisation.
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The parasitic capacitance and partial inductance of the flip-chip connection are very small

[55]. The flip-chip hybridisation technique is suitable for a very large numbers of

connections. The failure rate of solder bumps is of the order of 1 in 50 000 [56] which is

typically much better than the optoelectronic device yield. Other techniques for attaching

optoelectronic devices have been used and are reviewed in [31].

Figure 2-2: Flip-chip integration technology. The left hand picture shows an InGaAs

modulator array with reflowed solder bumps on top of the optoelectronic devices prior

to flip-chip attachment. The diameter of the solder pad is 20 µm. The right-hand

picture shows the device array after flip-chip assembly with a foundry 1 µm CMOS

circuit packaged into a standard chip carrier. The inner cavity dimension is 7.5 mm.

2.3.2 Regrowth technologies

The second approach, growing an optoelectronic substrate on top of a wafer from a VLSI

foundry, is being investigated by a number of groups.

This technique has the general problem that the growth and fabrication steps used to form

the optoelectronic devices must not degrade the performance of the underlying electronics.

In particular, processing at temperatures above ~470°C degrades the interconnect

metallisation and must be avoided [57].

Nevertheless, attempts to grow GaAs-InGaP LEDs [57] and MQW modulators [58] using

low-temperature molecular beam epitaxy on top of a VLSI GaAs MESFET process have

been reasonably successful. Attempts to grow III-V material on silicon [59] have additional

problems due to the difference in lattice constant between the two materials [60].

This technology is still at the research stage in contrast to the flip-chip bonding technology

which is in commercial use.
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2.4 Optoelectronic devices

Optoelectronic device technology is sufficiently well developed to fabricate device arrays of

the size required for terabit/s scale interfaces with reasonable yield, although some

improvements in output device technology are desirable.

The main candidates for a detector technology are pin photodiodes and monolithically

integrated MSM detectors. MSM detectors have already been discussed and are primarily a

candidate for integration with GaAs MESFET circuits. Surface normal pin photodiodes are

ideal for flip-chip integration with silicon. Responsivity can be comparable with discrete

devices and small-diameter devices with low capacitance can easily be fabricated. The

device diameter is limited by the optomechanical packaging requirements rather than

fabrication limits.

The main candidates for output devices are multiple-quantum-well (MQW) modulators and

vertical cavity surface emitting lasers (VCSELs).

2.4.1 MQW modulators

MQW modulators are the more mature technology. Zero-defect arrays containing more than

4000 modulators have been reported [61] with an average device failure rate of 1 in 1000.

Spatial light modulator arrays with 65536 devices have been constructed with device failure

levels of 1 in 5000 [62]. Thus, fabrication of device arrays with of the order of 1000 devices

with commercially acceptable yields are practical.

MQW modulators are formed by a series of quantum wells contained within the intrinsic

region of a reverse biased pin junction. Application of an electric field across the wells

changes the absorption coefficient of the well material according to the quantum confined

Stark effect [63][64] and results in modulation of an external beam incident on the device

(Figure 2-3). A mirror at one end of the pin stack reflects the incident beam which passes

through the intrinsic region twice (Figure 2-1). Electrically, the devices are essentially just

small capacitors and can be driven using a standard CMOS inverter.

The  external beams are typically generated by a single, high-power laser in combination

with a diffractive array generator element [65]. The need to bring in an external beam and

route the reflected beam through a different path in the optical system complicates the

optomechanical packaging of modulators compared to emitters.
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Figure 2-3: Absorption of an InGaAs/AlGaAs MQW modulator as a function of

wavelength and reverse bias voltage. Calculated from transmission measurements in

Wilkinson [68] assuming a mirror reflectivity of 1 and neglecting absorption in the

substrate and buffer layers. Notice how, at a fixed wavelength in the range 1040-1080

nm, altering the bias voltage produces a change in absorption. Increasing the voltage

shifts the band-edge to longer wavelengths and broadens the exciton peak.

Two principal material systems have been used to fabricate large arrays of surface-normal

modulator devices: GaAs/AlGaAs devices2 for 850 nm and InGaAs/AlGaAs for 980 nm-

1064 nm. GaAs/AlGaAs devices offer better modulation depths and are simpler to grow but

require substrate removal because of the opaque substrate. Historically, an important reason

for pursuing the InGaAs material system was the availability of high power (~1W) solid-

state laser sources at 1047 nm and 1064 nm (Nd:YLF and Nd:YAG) but improvements in

diode-laser technology [66] have made this advantage less important. Substrate removal is

not perceived to be a major disadvantage and, in the future, the GaAs/AlGaAs material

system is likely to be the preferred choice. Table 2-1 compares the performance of example

devices in the two material systems. The reflectivity change ∆R is the fraction of the

incident power which translates into useful modulation which is a useful figure of merit for

modulator performance. The output data beams typically have relatively low contrast ratios

of about 2:1 – typically the modulated beam might contain 30% of the incident power in one

logic state and 60% of the incident power in the other logic state.

                                                     
2 The notation GaAs/AlGaAs denotes a device with GaAs wells and AlGaAs barriers.
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material system ∆ R

(peak)

operational temperature

range (∆ R > 0.2)

operating wavelength

GaAs/AlGaAs 0.46 27°C 852 nm

InGaAs/AlGaAs 0.33 27°C 1068 nm

Table 2-1: Comparison of modulator performance in GaAs/AlGaAs and

InGaAs/AlGaAs material systems. GaAs/AlGaAs data is from [67]; InGaAs/AlGaAs

data is calculated from experimental measurements in Wilkinson [68] (sample B491).

A temperature coefficient of 0.35 nm / K is assumed for the InGaAs devices [69].

A drawback of modulator devices is that they are inherently sensitive to the wavelength of

the excitonic absorption feature which is affected by temperature and manufacturing

tolerances. The read laser wavelength can easily be stabilised (for example, by using an

external-cavity with a semiconductor laser). The temperature dependence is a more serious

problem. The temperature coefficient of the band edge is approximately 0.3 nm K-1 in both

material systems [70][69]. Table 2-1 gives an approximate indication of the useful

wavelength range defined arbitrarily as the temperature range over which a ∆R of better

than 0.2 is maintained. Note that the disparity in performance between the two material

systems with a realistic tolerance on temperature is less; the broader exciton peak of the

InGaAs material system that is the cause of the poorer modulation performance under

optimum conditions also makes it less sensitive to temperature changes. As it stands, this

temperature range is insufficient for operation in a standard electronics environment;

however, active regulation of chip temperature can be used [70]. The useful temperature

range can be extended by adjusting the reverse bias on the modulators in response to

temperature changes on the chip3 [71] which, for a particular design of GaAs/AlGaAs

device, extends the wavelength range for a 2:1 contrast to 17 nm or 60°C [72].

As part of this study, a 64×32 array of InGaAs/AlGaAs MQW modulators, fabricated by the

University of Glasgow, was characterised experimentally [73]. A portion of the array is

shown in Figure 2-4. The intrinsic region consisted of 95 periods of In0.22Ga0.78As-

Al 0.15Ga0.85As; the details of the device design are described in Wilkinson [68]4. The active

area of the array was 2.9 × 2.9 mm2. Each diode had a 20 µm diameter optical window. Each

of the 32 rows of the array consisted of 32 differential pairs of diodes with the centre node

tied together to allow all devices in the row to be driven in tandem (Figure 2-5). Because the

                                                     
3 The detector bias also has to be adjusted if the detectors are fabricated in the same wafer as

the modulators to maintain the resonant enhancement of absorption coefficient.
4 Devices fabricated in wafer B492.
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fabrication process had been designed to produce devices suitable for flip-chip integration, a

complicated mounting scheme was required to allow conventional wire-bonding to the

devices (Figure 2-6). The scheme involved supporting the die round its periphery in a

machined brass holder and accessing the devices optically through a hole in the back of a

circuit board.

Figure 2-4: Portion of a 64 × 32 array of InGaAs MQW modulators on 45 µm / 90 µm

pitch. Each circle is a MQW diode.

Vbias-

1 2 3231

PAD

Vbias+

Figure 2-5: Configuration of modulator diodes on 64 × 32 test array
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Figure 2-6: Mounted InGaAs MQW modulator test array. Optical access is through a

hole in the back of the circuit board and the substrate of the device. Thirty-two

50 Ω microstrip signal lines, spaced to avoid crosstalk, are visible, with bias voltages

supplied to the top and bottom of the chip.

Large signal modulation tests (Figure 2-7) demonstrated a contrast ratio of about 2:1 for a

5 V swing which is consistent with predictions from transmission spectrum measurements

on the same material [68] and measurements of large signal modulation on flip-chipped

devices [74].

Figure 2-7: Large signal modulation of an array with a 2:1 contrast ratio (5V swing /

5V prebias at 1056 nm) The oscilloscope trace shows the signal reflected from one

modulator device monitored through a fibre-coupled photodiode. The zero-level on the

trace corresponds to the position of the horizontal graticule. The photograph shows the

circular devices illuminated by an array of spots and viewed, through the substrate.

The two diodes in the centre of the photograph have a reverse bias of 10 V and absorb

more of the incident light. The horizontal pitch is 45 µm.

Tests on this array revealed yield problems with the InGaAs fabrication process (Figure 2-

8). The device yield was approximately 90%. Notice the non-planar interconnect required to

implement the diode-pair structure; polyimide bridges were used to overcome the change in

height at the vertical mesa side-wall. The polyimide bridges are believed to be the main
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cause of the low yield. They were completely eliminated in a revised process, devised by the

University of Glasgow, which used sloping mesas and was previously shown in Figure 2-1.

The system described in the next chapter deliberately avoided the use of structures requiring

a non-planar electrical interconnect to side-step these problems.

anti-reflection coatingp and n contacts

����

����������

����

i-MQW

n

p

GaAs substrate

polyimide bridges mirror / metallisation
Vbias+

Vbias-PAD

2SiO  via dielectric

Figure 2-8: A differential modulator pair fabricated in a first-generation InGaAs

fabrication process that used polyimide bridges

The intrinsic response speed of MQW modulators is very fast and in practice the speed of

operation is limited by the time required for the drive electronics to charge the device

capacitance. Intrinsic switching times as low as 33 ps have been measured [75] with large

signal modulation to at least 2 Gbit/s limited by test equipment [76]. High-speed tests of the

device array just described [77] confirmed intrinsic operation to at least 500 Mbit/s (Figure

2-9). In these tests, a single row of devices was driven by a terminated 50 Ω transmission

line. The combined rise time of the signal source, detector and oscilloscope (estimated from

instrument specifications to be 1.2 ns) should have been just sufficient for observation of an

open eye at 622 Mbit/s; the discrepancy with the experimental results may in part be due to

the difficulty that was encountered in obtaining stable triggering of the oscilloscope at this

speed. The RC rise-time due to the source impedance of the terminated transmission line

and the capacitance of a row of devices was estimated to be about 200 ps and should not

have limited performance. Nevertheless, the experiment demonstrates that the individual

MQW devices in this fabrication process are capable of operating at the speed required to

implement terabit/s scale optical interfaces.



(a) 200 Mbit/s (b) 300 Mbit/s (c) 400 Mbit/s

(d)  500 Mbit/s (e) 622 Mbit/s

Figure 2-9: Eye diagrams obtained by direct modulation of a test 64 × 32 MQW modulator array
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Low-voltage operation of future generation CMOS technology may result in a reduction in

the reflectivity change possible with MQW modulators but a number of solutions have been

proposed including new driver circuits [78], stacked devices that are electrically in parallel

and optically in series [79] and Fabry-Pérot enhanced devices [80][62].

The pin diode that forms the modulator device also makes a good detector. For example, pin

diodes in a GaAs/AlGaAs modulator process have been measured to have a responsivity of

about 0.5 A/W (corresponding to an external quantum efficiency of about 75%) and a

device capacitance of about 0.11 fF µm-2 [81]. The device capacitance is somewhat higher

than a pin diode optimised for detection; a relatively narrow intrinsic region is required to

provide an electric field that is high enough to produce a significant shift in the band edge

for good modulation with the drive voltages available from a modern CMOS process. The

relatively high responsivity is obtained in part due to an excitonic resonance in the

absorption coefficient close to the band edge, which is a consequence of the quantum well

structure of the device.

Wafers containing arrays of pin detectors and modulators have been used to construct

several large scale experimental systems based on free space optical interconnects

[77][82][83] and are available commercially as a ‘research-grade technology’ on a ‘best-

effort’ basis from Lucent Technologies [84].

2.4.2 VCSELs

VCSELs are a more recent technology and, unlike modulators, are not quite yet sufficiently

well developed for the construction of terabit/s scale systems. However, the emergence of

high-volume commercial applications for single VCSELs such as local area networking can

be expected to push the development of the technology and, in the long-term, the simpler

optical packaging requirements of an emitter device may make the VCSEL the output

device of choice.

The fabrication of VCSELs is reviewed in reference [85]. VCSELs can be classified

according to the technique used to define the extent of the laser cavity. Ion-implantation and

selective-oxidation are two of the techniques used.

Ion-implanted VCSELs are ready for commercial application in small arrays but

improvements in electrical-to-optical power conversion efficiency are desirable to avoid

power dissipation problems in large arrays. Honeywell have reported devices with typical

wall-plug efficiency and output power of 11% and 2 mW at 10 mA which is representative

of the performance of this class of VCSEL. They report a device yield of 99.8% across 3”

wafers (1 in 500 devices outside specification) with excellent long-term reliability [86].



26

Selectively-oxidised VCSELs promise better efficiency but have not yet demonstrated the

same levels of yield and reliability as ion-implanted devices. Individual devices with

efficiencies of the order of 50% have been reported at both 850 nm [87] and 960 nm [88] at

output powers of around 1 mW.

VCSELs are also capable of operation at high data rates, although the laser turn-on delay

limits operation unless the VCSELs are biased above threshold. Biased modulation to 10

Gbit/s has been reported [89] and bias-free modulation demonstrated at 2.5 Gbit/s [90].

Bias-free modulation would be advantageous in large arrays because it simplifies the driver

electronics and reduces the dependence of the optical output power in the low state on

variations in threshold current with age, temperature or position within an array.

Unlike modulators, VCSELs are capable of operating over a wide temperature range.

However, the threshold current is a function of temperature which can lead to variations in

output power and thermal crosstalk. Thermal crosstalk is an outstanding issue in large

arrays, but can in principle be overcome by using a DC balanced line code.

The majority of VCSEL arrays that have been developed have been designed for

conventional periphery wire bonding. A number of groups have demonstrated 8×8 arrays

with good uniformity and 100% yield [91][92] at both 850 nm and 980 nm. 64 × 1 linear

arrays have also been produced [93].

Further improvements are required in VCSEL integration techniques. Some recent attempts

to flip-chip VCSELs to CMOS are summarised in Table 2-2. Attempts to integrate VCSEL

arrays which do not require substrate removal have been reasonably successful but problems

remain with devices that require substrate removal at 850 nm. Other integration techniques

have also been considered for attaching VCSELs to silicon circuits [94][95].

Group bonded to wavelength speed yield size

Lucent [96] foundry CMOS 970 nm 1 Gbit/s unknown 2 × 10

Army Research Lab [97] foundry CMOS 950 nm slow 253/256 16 × 16

MIT [98] foundry GaAs 850 nm not tested 30-50% 8 × 8

NTT [99] Al N 850 nm(1) 2.6 GHz 100% 8 × 8
(1) AlGaAs substrate – no substrate removal required

Table 2-2: Recent work on flip-chip integration of VCSEL arrays

Unlike a MQW modulator, a VCSEL cannot behave as an effective detector; in a VCSEL

based system, a second type of device must be integrated to provide both input and output

capability. One approach is to fabricate MSM detectors on the same substrate as the

VCSELs [95][100]. A second approach is to use separately fabricated pin photodiodes.

Although the simultaneous flip-chip integration of pin diodes and VCSELs to a single
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CMOS circuit has yet to be achieved, it has been demonstrated that it is possible to perform

successively bonding of two different arrays of optoelectronic devices onto the same circuit

by using different solders for each flip-chip operation [101].

VCSEL arrays have been used in a number of experimental and commercial parallel data

link applications [102][103][41].

2.5 Optical packaging

Two main approaches have been used to form the connection between source and detector

in multiple-channel optical data links: fibre-ribbons and free-space optics. This section

briefly reviews the physical construction of optical links based on these two approaches and

explains the motivation behind considering the free-space approach.

2.5.1 Fibre-ribbon interconnects

Parallel fibre interconnects operate on the same principle as single-channel fibre links but

require more complex packaging schemes and have so far only been used for a small

number of channels. The widest fibre-ribbon data link reported to date uses 40 fibres [104].

A number of techniques for interfacing one-dimensional arrays of fibres to detectors have

been devised. For example, one technique [41] aligns the fibres by inserting them into V-

shaped grooves etched in a silicon substrate and polishes the ends of the fibres at 45° to

couple the light into surface-normal optoelectronic devices (Figure 2-10).

multi-mode
fibre-ribbon

etched silicon

etched silicon

MCM-D MSM array

Au mirror

Si baseplate

fibre-array block

(a) side view (b) cross-section of fibre-array block

Figure 2-10: OptoElectronic Technology Consortium (OETC) fibre packaging

technology [41]

There has been less progress in the fabrication of two-dimensional fibre arrays. In part, this

is due to limited demand. Several techniques have been used to interface fibre arrays to free-

space optical systems [105][106][107][108]. Small, rectangular two-dimensional fibre-

arrays (8 × 2) have been used to couple fibres directly to devices [109].

Fibre-ribbons are appropriate for communication over medium distances of say 0.1-100 m.

Experimental and commercial fibre ribbon data links are extensively reviewed in reference

[33].
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An important strength of the fibre-ribbon approach to optical interconnects is that, once the

ribbon has been accurately aligned with and terminated to the optoelectronic circuit, the

waveguiding of the light by the fibre ensures that the link is maintained even in the presence

of vibration or environmental disturbances. In this sense, the fibre link can be treated simply

as a high density, low-EMI, high-speed alternative to an electrical ribbon cable which is,

after all, nothing more than an electrical waveguide; the similarity in usage to existing

technology is likely to reduce the barrier to market acceptance of the unfamiliar optical

technology.

2.5.2 Free-space interconnects

Free-space optical interconnects use the imaging properties of lenses rather than the guided

wave technique used by fibres to control the propagation of the optical signals. The

operation of a free-space optical interconnect is shown schematically in Figure 2-11 for an

emitter based link. The optical system of two lenses images the object plane (a two-

dimensional array of emitters) onto the image plane (a two-dimensional array of detectors).

The first lens collimates the beams produced by the emitters so that they can propagate over

an appreciable distance with minimal divergence. The second lens focuses the beams onto

the detector array.

f f ff

detectorsemitters

Figure 2-11: Schematic of a free-space 4-f interconnect using bulk optics

The length of a free-space link of this form is typically four times the focal length of the

lens; it is commonly referred to as a ‘4-f system’. The focal length of a typical bulk-optics

lens used in this application would be in the region 10-100 mm; thus, free-space optics is

potentially applicable for interconnects over distances of the order of 10 cm. Systems using

micro-optics instead of bulk-optics could achieve interconnects over shorter distances.

These distances are comparable with the requirements of board-to-board interconnects

inside large computer systems.

Maintaining optical alignment is much more difficult in a free-space interconnect.

Alignment of the beams must be maintained over the entire link. Nevertheless, experimental

systems have shown that, with careful optomechanical design, it is possible to construct
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systems with long-term mechanical stability [110]. Closed-loop active control of optical

alignment has also been considered [111]. Optomechanical design issues are reviewed in

[74].

These alignment issues make free-space optical interconnects inherently more complicated

and more expensive than fibre-ribbon optical interconnects. For data links with only a few

channels, it is likely that fibre-ribbons will remain the optical interconnect technology of

choice. As the number of channels required by the application increases, the cost differential

between fibre and free-space will decrease and a point may be reached, speculatively at

around 100 channels, where free-space optics becomes an attractive alternative. Speculating

also that the upper limit on channel rate for low-cost fibre is of the order of 10 Gbit/s, the

break even point for free space comes when the interconnect bandwidth approaches 1 Tbit/s.

2.5.3 Example of a system using free-space interconnects

A photograph of an experimental free-space optical system [77][112][113] is shown in

Figure 2-12.This system was developed as part of the SCIOS project5. It was designed to

investigate free-space interconnects based on flip-chip integrated MQW modulator/CMOS

technology in the context of a sorting application. The system contains two flip-chip bonded

CMOS/InGaAs MQW circuits, one mounted on each circuit board. Each circuit contains

1024 differential modulator pairs and 1024 differential detector pairs that have been

designed to run at a channel rate of 100 Mbit/s. A diode-pumped Nd:YLF laser provides

1 W of optical power at 1047 nm. Multi-element lenses in cylindrical barrels provide the

interconnect between the two chips. Two CCD cameras are used to view the devices during

the alignment of the optics. Beamsplitter cubes introduce the beam from the Nd:YLF laser

(as well as additional illumination for alignment purposes) into the optical system.

The author was responsible for the design of the electrical and thermal packaging of the

hybrid chips in this system, including the layout of the printed circuit boards. The packaging

scheme was in part based on the scheme used in the previous generation SCIOS system [74]

and the scheme used by Lucent Technology for packaging of FET-SEED devices [70].

Several of the packaging requirements were particular to chips forming part of a free-space

optical interconnect: a ‘cavity-up’ style of packaging had to be used to allow mechanical

access of the objective lens to the chip which had a front working distance of only 3.5 mm;

the temperature had to be regulated to approximately 55ºC to obtain good modulation

                                                     
5 SCIOS stands for the Scottish Collaborative Initiative in Optoelectronic Science and is an

EPSRC funded project involving Heriot-Watt University, University of Glasgow, University

of Edinburgh and University of St. Andrews.
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performance at the design wavelength. At the same time, the packaging requirements of a

high-frequency electronic integrated circuit had to be met including high-speed electrical

signalling (separate 16-bit wide 100 Mbit/s input and output buses plus clock signals) and

effective high-frequency power supply decoupling.

Closed-loop control of the chip temperature was achieved using a thermoelectric cooler and

a thermistor. The high power dissipation of 10 W and 4 W for the two circuits, together with

the low maximum permitted junction temperature created a relatively challenging thermal

management problem. Commercially available thermally enhanced chip carriers were

unsuitable because they used a cavity-down geometry. In production volumes, a custom

ceramic carrier would provide the best technical solution but was prohibitively expensive

for a one-off prototype. Instead, the chips were mounted directly on a copper heat-spreader,

which was inserted through a hole machined in a circuit board; the chips were then bonded

directly to selectively patterned nickel-gold bond pads on the board. A thermoelectric cooler

and heat sink were clamped to the back of the heat-spreader. This chip-on-board packaging

technique provides many of the benefits of a custom carrier at a lower cost and has excellent

high-frequency performance. The circuit boards used a standard four layer epoxy-fibre glass

construction with only a small cost premium for the nickel-gold bond pads. Bonded

electrical test versions of the chips are shown in Figure 2-13. Chip-on-board mounting

techniques for free-space optical packaging were independently developed at McGill

University [114] at around the same time.

Figure 2-12: An experimental free-space optical system
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(a) shift register circuit (10 W power dissipation, 16-bit wide input and output buses)

(b) sorting node circuit (4 W power dissipation)

Figure 2-13: Chip-on-board packaging of electrical test versions of hybrid

CMOS/InGaAs circuits. The smaller surface-mount components are bypass

capacitors; the larger ones are terminating resistors. Notice the holes for mounting the

heat-sink and the optomechanical mount.
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2.6 Conclusion

This chapter has reviewed the technology available for implementing multiple-channel

optical interfaces to mainstream VLSI electronics.

It is primarily intended to place in context the work that follows in later chapters. The

experimental characterisation of surface-normal MQW modulators in the InGaAs/AlGaAs

material system is of significance primarily as an illustration of the performance available

from this class of device; the results on high-speed modulation to 500 Mbit/s are also

important insofar as they are the first experimental verification that the devices in this

fabrication process can be modulated at speeds that are useful for optical interconnects. The

use of chip-on-board packaging for low-cost, high-performance prototyping of hybrid

optoelectronic circuits is also of note.

The integration and device technology has been shown to be relatively mature. Neither area

presents a barrier to the use of the technology in a commercial application: hybrid CMOS-

MQW modulator devices could be used to construct a commercial terabit/s scale system

today. Nevertheless, some improvement in the flip-chip integration of VCSELs is desirable

to permit the use of an optomechanically simpler emitter-based link.

The optical packaging technology for links comprising several hundred channels is less

mature: fibre-ribbon links of this scale are yet to be investigated and, whilst prototype free-

space systems of this scale have been constructed in the laboratory, progress in achieving

straightforward initial system alignment and in maintaining this alignment under standard

environmental conditions with low-cost optomechanics is required for the systems to be

commercially feasible.

The remainder of this thesis examines issues in the design of the electronics, in particular

the photoreceiver circuits, which are specific to systems employing the technology

discussed in this chapter. The need to integrate a large number of receivers onto a single

chip imposes several design constraints on power consumption, layout area and crosstalk

which are less relevant to single channel receivers. Whilst this problem is much less

fundamental than that of cost-effective optomechanical packaging, nevertheless there is not

yet a complete understanding of the issues that affect receiver design in large arrays; this

thesis makes progress in addressing some of the outstanding questions in this area.

Although much of the work has been carried out in the context of a free-space system,

which is described in the next chapter, the majority is equally applicable to fibre data links

with a similar number of channels.
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Chapter 3

Design of a free-space optoelectronic crossbar

3.1 Introduction

The previous chapter has reviewed the optoelectronic device and hybrid integration

technology that can be used to provide high-bandwidth optical interfaces to VLSI circuits.

In this chapter, the design of an experimental system that uses this technology is described.

This system is a 250 Mbit/s 62 × 64 packet-switched crossbar which contains, internal to the

crossbar, an optical interface with a capacity of 1 Tbit/s.

A switch was selected as the focus for the system because switching is typical of the

applications which might require very high bandwidth interfaces. A switch performs only

limited processing: its main function is to route data. Its cost can be dominated by the cost of

the interconnect rather than that of the processing electronics. Switching is therefore one of

the most promising applications for optical interconnect technology.

However, the system described in this chapter does not attempt to meet the needs of a

specific switching application; rather, it had the more general aim of developing the

technologies associated with high-bandwidth optical interconnects. In the course of the

system design, advances have been made in understanding the issues that affect receiver

design in large arrays, in the design and fabrication of arrays of both VCSELs and InGaAs

MQW modulators and detectors and in free-space optomechanical design and packaging. In

particular, the core of the work presented in this thesis has been a direct or indirect result of

the design process.

The main component of the system, a hybrid CMOS-InGaAs MQW circuit that implements

the crossbar functionality, is an example of the specific class of optoelectronic VLSI circuits

generally referred to as ‘smart-pixel arrays’ [115]. Like any optoelectronic VLSI circuit, a

smart-pixel array consists of an array of optoelectronic devices and some digital electronics.

The characteristic that distinguishes a smart-pixel array is that the digital electronics is

physically interleaved with the optoelectronic devices – the circuit consists of a regular array

of ‘pixels’ which contain a detector and/or optoelectronic output device, some interface

electronics and some logic. Commonly, each pixel is physically small (50-200 µm) and has
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limited functionality1. For circuits having a layout which maps naturally onto a two-

dimensional array and only requires local routing, the smart-pixel approach in theory permits

operation at high clock frequencies by reducing the importance of RC interconnect delays,

which scale as the square of the length of the wire. The optical interface covers the majority

of the chip and requires optics that can cope with large fields. This approach can be

contrasted with the ‘photonic-interface-module’ approach [148][149] in which the

optoelectronic interface is located in a separate area of the chip and connected to the digital

electronics using on-chip, non-local wiring. The latter permits a smaller optical field but is

subject to the RC delays and real-estate requirements of the non-local interconnect.

This chapter, as well as giving an overview of the system to set the work on receiver design

in later chapters in context, also provides an insight into some of the design issues which

arise in implementing large-scale optoelectronic VLSI circuits, in particular those based on

the smart-pixel approach. Although many groups are developing optical interconnect

technology, only a few [116][158][148][161][164] are involved in constructing systems of a

realistic scale in terms of number of channels and overall interconnect capacity. The

experience of participating in the design of this system and of the SCIOS sorting

demonstrator described in Chapter 2 has borne out the belief that many of these issues do not

become apparent until the detailed work required to actually construct a system is carried

out.

The chapter begins by giving an overview of the system architecture and its optical

implementation. The architectural and physical design of the switching circuit are then

described in more detail. Aspects of the performance of other system components which

impact on the design of the silicon interface circuitry are briefly considered. The chapter

concludes by describing progress towards realising the design experimentally and evaluating

its significance in relation to other recently reported systems.

                                                     
1 The term ‘smart-pixel’ is potentially misleading because it has connotations of display

applications. Spatial-light-modulators for display and analogue imaging processing

applications are also referred to as ‘smart-pixels’. However, the term is commonly applied in

its more general sense to systems such as this one that have nothing to do with displays.
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The switching system described in this chapter is the focus of the SPOEC research project2;

several others have contributed to the work presented in this chapter. The author was

responsible for the design of the receiver and transmitter interface electronics, had a major

input to the high-level system design and specification and proposed the modulator drive

scheme described in Section 3.4.1 as a means of simplifying the InGaAs fabrication process.

The detailed digital design and layout was performed by Philippe Benabes and Alain

Gauthier of Supélec Paris.

At the time of writing, the system is yet to be assembled and tested in the laboratory. Much

work remains before the project goal of an experimental demonstration of a terabit/s

interface is achieved. However, in terms of the understanding of the component technologies

that it has provided, the design work described herein has already been of value in its own

right. If, in addition, the system assembly proceeds according to plan, the work will also have

significance in its contribution towards achieving the wider research objective of the project:

demonstrating the feasibility of high bandwidth optical interfaces to VLSI electronics.

3.2 System description

3.2.1 Overview of system architecture

The SPOEC system implements a packet-switched crossbar between N input ports and M

output ports. Each of the M output ports uses a separate N:1 multiplexer to select the data

from one of the N input channels. Each input channel is thus fanned out by a factor of M

between the input port and the switch and fanned in by a factor of N at the output port. This

scheme is illustrated in Figure 3-1 for a 4 × 4 crossbar. The overall throughput of the switch

is N times the channel rate; however, internal to the switch, this method of implementing a

crossbar requires an interconnect with a capacity of NM times the channel rate, although

obviously not all the data in this interconnect is independent.

                                                     
2 SPOEC stands for “Smart-pixel optoelectronic connections” and is part of the

“Optoelectronic Interconnects for Integrated Circuits (OPTO)” cluster of projects funded by

the European Commission through the Advanced Research Initiative in Microelectronics

(ESPRIT MEL-ARI) programme. The institutions involved in the SPOEC project are Heriot-

Watt University, Supélec Paris, Supélec Metz, University of Glasgow, CSEM Zürich and

Trinity College Dublin.
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Figure 3-1: 4 × 4 crossbar implemented using fan-out and fan-in

The SPOEC system was originally intended to have N=M=64; however, two input channels

were allocated for clock distribution and the final system is actually a 62 × 64 crossbar.

The system uses optics to implement the high-bandwidth internal interconnect. The very high

internal bandwidth required by this architecture makes it attractive to use as a test vehicle for

the interconnect technology. Test equipment that is capable of generating high speed data

channels is expensive; this architecture allows a relatively modest amount of hardware (62

input channels) to be used to fully exercise an interconnect with a much larger capacity

(62 × 64 = 3968 channels). The fact that not all the channels are independent does not in any

way ease the requirements on the interconnect technology. The target channel rate of the

system was 250 Mbit/s giving an aggregate bandwidth at the optoelectronic interface of

approximately 1 Tbit/s. This is in the region where free-space optical interconnect might

arguably become preferable to an electrical interconnect over moderate distances as

discussed in chapter 1. The primary merit of this system is in its ability to act as a test vehicle

in this way; no claim is made that the architecture in its own right is a good way to

implement a large crossbar.
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The output multiplexers are configured on a packet-by-packet basis using address

information encoded in packet headers in the input data stream. The output ports also contain

logic to arbitrate between inputs that simultaneously request access to the same output port.

3.2.2 Optical implementation

The internal interconnect of the crossbar is implemented using a free-space optical link that

employs VCSELs as the transmitter technology, free-space bulk-optics as the interconnect

medium and InGaAs MQW pin diodes as the detector devices. The switching functionality is

implemented in a custom CMOS circuit and integrated to the optoelectronic devices using

the flip-chip integration technique described in chapter 2. Optical outputs from the switching

circuit are provided by operating the InGaAs pin diodes as QCSE modulators.

The optical layout of the system is shown in Figure 3-2.
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Figure 3-2: SPOEC system layout (after [117])

The inputs to the system are provided by an 8 × 8 array of 960 nm top-emitting VCSELs.

The main optical interconnect between the VCSEL array and the switching chip is a 4-f

system consisting of the hybrid lens formed by microlens array 1 and bulk-lens 1, diffractive-

optical-element DOE-1, polarising beamsplitters PBS-A and PBS-B and bulk-lens 2. For the

input beams at 960 nm, the two beamsplitters are designed to operate as polarisation

independent mirrors. The diffractive optical element [118] at the Fourier plane [119]
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accomplishes the required 1 to 64 fan-out optically3, replicating the two-dimensional array of

input beams into a larger 8 × 8 array of 64-beam groups (Figure 3-3). The main switching

chip thus contains a total of 4096 detectors.

(a) input 8x8 VCSEL array (b) switching chip detector array

super-pixel

pixels

Figure 3-3: Organisation of the optoelectronic devices on the switching chip

Each of the 64 smaller arrays corresponds to one of the output ports of the switch. The

electronics associated with a single detector is referred to as a “pixel”; each array of 64 pixels

is referred to as a “super-pixel”. Each pixel contains the analogue interface circuits that

convert the detected photocurrent into a standard CMOS logic signal while each super-pixel

contains the digital circuits implementing the routing and arbitration logic. Two of the

VCSELs supply a differential clock signal to the super-pixel electronics via a dedicated clock

receiver circuit. The receiver circuits for the data and clock channels are discussed in detail

in chapters 5 and 7 respectively.

                                                     
3 The fan-out exploits the ability of a lens to perform the two-dimensional Fourier transform

[119]. The VCSEL input plane is Fourier transformed by the combination of the microlens

array and lens 1; the result is produced in the plane of the diffractive optical element. The

DOE has a phase-profile that implements a two-dimensional frequency domain filter; the

phase profile or ‘transfer-function’ of the DOE is an approximation to the Fourier Transform

of the desired impulse response which in this case is an 8 × 8 array of delta functions with the

same pitch as the super-pixel; multiplication by the transfer function in the Fourier plane

results in a convolution with the impulse response in the plane of the switching chip. Lens 2

completes the 4-f system by transforming the frequency domain representation back to the

spatial domain.
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The output of each port is converted back to an optical signal using a differential pair of

modulator diodes located within each super-pixel. The 64 output channels are relayed to the

third chip in the system, which is again a hybrid CMOS-InGaAs device. This second

interconnect operates at 1047 nm. The optical source is a Nd:YLF laser. Unlike the VCSEL

array, it has a well controlled polarisation: a standard polarisation routing technique (see, for

example, references [120][121]) is used to control the path taken by the beam. At 1047 nm,

the beamsplitters are designed to reflect light of s-polarisation and transmit light of p-

polarisation. The correct optical path through the system is obtained by using two passes

through a quarter-wave plate to change the p-polarised input beam to s-polarisation, and a

single-pass through a half-wave plate to change the light reflected by PBS-A back to p-

polarisation. The inclusion of a half-wave plate allows an identical design to be used for both

beamsplitters. The output chip converts the optical signals back to electronic form for testing

purposes.

The physical dimensions of the optomechanical system are approximately 30 cm × 20 cm ×

15 cm.

3.3 Implementation details

3.3.1 Behavioural description

This section describes in more detail the high-level architecture of the switch and its

operation.

The input data streams are bit serial and consist of a sequence of packets. The packet format

is shown in Figure 3-4. Each packet consists of two sections: a header and a payload. The

header encodes a six-bit destination address A<5:0>and a flag F to indicate whether or not a

packet is present.

F F

cell gapheader gap

IN<0:61>

A4 D0 D1 ... ... D D
n-2 n-1A5 A3 A2 A1 A0

payload #1header #1 header #2

CLK

SYNC!

Figure 3-4: Packet format and timing details of the SPOEC system

The switch operates in two phases: an address phase and a data phase. During the address

phase, each output port examines the addresses of all packets arriving at its inputs,

determines which packets have a destination address that matches its own address and, if
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there is contention between several inputs, makes a decision on which one to route. During

the data phase, the data from the selected input is routed to the output.

The duration of the data phase and hence the length of the packet is controlled by a global

synchronisation signal SYNC!, which is provided as an electrical input to the switching chip.

During the address phase, the system requires the full capacity of the optical interconnect.

For the system to operate correctly, all of the data receivers in the array must operate

simultaneously without error for the duration of the header. However, during the data phase,

only the data receiver corresponding to the selected input channel needs to operate. The

power consumption of the system can be reduced by disabling the unused input channels.

The modifications to the data receiver design that were required to implement this feature are

discussed in Chapter 5. The header gap and cell gap in the timing diagram are required to

allow the analogue receiver circuits to stabilise after being enabled or disabled.

Packets from inputs that are denied access to the output port are not buffered by the switch.

The system therefore relies on buffering at the input to the switch to provide a reliable

transport. To provide the same switching performance as a classic input-queued switch

[122][123], information on the results of the arbitration process must be communicated back

to the input queues so that successfully transmitted packets can be removed from the queue.

A simple scheme that could be used to implement this function within the duration of a

single packet was devised (see Appendix 3.7). However, for simplicity, this feature was not

implemented; thus, the switching fabric provides an unreliable transport. A higher level

protocol must be used to accomplish the handshaking function of detecting and re-

transmitting dropped packets.

With random traffic, an input-queued switch saturates as the arrival probability at the input

ports approaches 0.586 [122]; thus, the system would only be suitable for use in a

telecommunications or local-area-network type application if the line rate was some fraction

of the channel rate used internally inside the switch. However, the architecture would provide

reasonable performance as an interconnect for a multiprocessor system running an

application where the communication pattern is regular and the probability of contention is

low. A number of other groups [124][125][126][158][127][128][129] have investigated

optoelectronic switch designs that employ similar technology but are based on the Growable

Packet Switch architecture [130][131] and would be more suitable for building large

telecommunications switches.
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3.3.2 Logical implementation

This section briefly describes the structure of the digital electronics used to implement the

functionality just described. More details about the digital electronics that implement the

contention resolution function can be found in references [132][133] and [134]. A block

diagram of each output port is shown in Figure 3-5.

The address comparison is performed bit-serially on all input channels in parallel. The

comparator is implemented using a single D-type flip-flop. At the end of the address phase,

each address comparator produces a signal MATCH<n> that indicates whether or not the

packet arriving on its associated input port has an address which matches the address of the

output port. The arbitration logic uses this information to select one of the inputs for routing

to the output. The priority of input channels that simultaneously request routing to the same

output port is varied as a function of time by means of a priority generation state machine.

For simplicity, the state-machine used was a simple binary counter and provides round-robin

access to the output port. Better switch performance could be obtained using a pseudo-

random priority sequence; this could be easily implemented using a linear-feedback shift-

register with approximately the same amount of logic. Both schemes give all input channels

equal priority averaged over a large number of packets.

The arbitration logic and multiplexer is implemented using a 6-level tree of two-way

arbitration blocks and 2:1 multiplexers. Part of this structure is shown in Figure 3-6. Each

arbiter receives two MATCH signals from the previous level of the tree that indicate whether

any of the channels above this point in the tree have a packet destined for the output node.

The address comparator blocks form the leaf nodes of the tree and provide the MATCH

inputs to the first level of arbiter blocks.

Each arbiter sets the local 2:1multiplexer select signal according to which, if any, of the two

inputs have a packet available; in the case where both inputs have a packet available, an input

is selected based on the PRIORITY<k> signal which is shared amongst all the arbiters at the

kth level of the tree. If either input contains a valid packet, a MATCH signal is passed on to

the next level of the tree.
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Figure 3-5: Structure of output port logic

The example shown in Figure 3-6 illustrates the case where inputs IN0, IN1, IN4 and IN6

have packets with addresses matching the output node. At the first level of the tree, IN1 is

chosen over IN0 because PRIORITY<0> is 1; at the second level of the tree, IN6 is chosen

over IN4 because PRIORITY<1> is 1; at the third level of the tree, IN1 is selected to provide

the final output because PRIORITY<2> is 0.

The logic to implement the arbitration and multiplexer tree is fully asynchronous and can be

implemented with low fan-out gates; it is therefore potentially extremely fast. The six levels

of the multiplexer add propagation delay to the input signal but do not limit the data rate that

may be routed. The propagation delay at all output ports should be approximately the same.

Even if synchronous routing were employed, the tree structure can be easily pipelined by

adding latches after every two or three levels of the tree.

Note that this scheme does not explicitly generate the multiplexer select signals

SELECT<0:5>; rather, the signals are distributed throughout the tree.
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(a) overall tree structure (b) detail of one multiplexer
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Figure 3-6: Detailed implementation of multiplexer arbitration logic (first 3 levels of

tree shown for first 8 inputs)

3.3.3 Timing conventions

The input channels are assumed to be fully synchronous at both the bit and packet level. This

assumption requires that some means of synchronising the input sources is available. For the

purposes of experimental operation of the system, this synchronisation is achieved by

manually adjusting the delay on each input channel using a variable delay control on the test

equipment. In a practical system, achieving synchronisation between boards at a clock

frequency of 250 MHz is more difficult, but a number of suitable techniques exist

[135][136][137]. The effort required to implement system-level clock distribution constitutes

a major disadvantage of this architecture as a practical means of implementing a crossbar;

however, it does not detract from its strengths for its intended purpose of demonstrating a

terabit/s scale optical interconnect.

Clock distribution within the main switching chip is achieved by using two of the VCSEL

channels to carry a differential optical clock signal. The optical fan-out used to replicate the

input data channels also accomplishes the fan-out of the clock. Although the optical fan-out

itself is intrinsically free of skew, some skew is introduced by the clock receiver circuits used

to interface the optical signals to the electronics. The worst-case skew between two super-

pixels is estimated to be about ± 300 ps (see chapter 7). However, the super-pixels operate

independently and the only consequence of this skew is a lengthening of the cycle time – the

chip does not use any delay-critical global signalling.

Electrical clock distribution at 250 MHz over a 14.2 mm × 15.6 mm chip is a non-trivial

problem, but would have been far from impossible with careful design. No suggestion that

chip-level optical clock distribution can be justified over an electronic solution in its own
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right is intended. The primary motivation behind using optical clock distribution in this

system was to shift design effort away from the well-understood problem of electrical clock

distribution to another with more relevance to the general research area of the project. The

clock receiver design is of interest in its own right and, in addition, the problem of supplying

an optical clock in parallel with a wide bus of optical data channels is of wider interest.

For example, consider the switching nodes in the interconnection network of a large

multiprocessor system, in which each processor has an independent clock domain, and in

which each logical channel in the interconnection network is implemented as a parallel bus

of several physical channels. Each switching node must synchronise with data from a number

of independent sources. One approach to this might be to recover a clock from one of the

physical data channels and use this to retime the data. However, if the bus is wide, then the

overhead of including a clock in parallel with the data is low and the need for clock recovery

can be avoided by using this clock to retime the data.

The solution to the clock receiver design problem gives some insight into how to implement

a receiver front-end capable of detecting a return-to-zero clock signal with the same optical

power per photodiode but twice the signal bandwidth requirement as the non-return-to-zero

data channels in the same link. This is discussed in more detail in chapter 7. However, the

design does not fully address the example retiming problem just described; specifically, the

issue of maintaining correct phase alignment of the clock channel relative to the data is not

considered. In addition, there are several other approaches which might avoid the need for

this extra bandwidth such as the use of double-edge triggered flip-flops [138] and frequency-

doubling phase-locked-loops.

3.3.4 Physical implementation of the switching chip

The switching circuit was implemented in a 0.6 µm CMOS technology with two levels of

metal. The chip had overall dimensions of 14.2 mm × 15.6 mm and contained approximately

580 000 transistors. It was packaged in a 256-pin ceramic pin-grid array carrier; most of the

pins were required for the analogue and digital supplies. The detailed digital design and

physical layout of the chip was carried out by Supélec Paris.

The floorplan of a super-pixel is shown in Figure 3-7. The super-pixel consists of rows of

standard-cell logic interleaved with full-custom analogue receiver circuits and flip-chip pads.

A combination of manual and automatic cell placement and routing was used. The pixel pitch

was 149.5 µm and the super-pixel pitch was 1614.6 µm.
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The structure of the contention resolution circuits is suitable for layout within a pixellated

array. Each address decoder is associated with a single pixel. The first two levels of the

multiplexer tree can be split into sixteen independent groups, each consisting of four input

channels, three multiplexers and three arbiters. These groups contain 75% of the gates in the

entire tree. Much of the wiring is local to these groups; wiring global to the super-pixel is

required only for the lower levels of the multiplexer tree, the bit-serial address signal, the

priority signals, the clocks and some test signals. The grouping of the logic into sixteen half-

rows of four inputs is clearly visible in the floorplan.

moddriver moddriver

flip-chip pad

datarx circuit

standard cell digital logic

clockrx

routing channel

149.5 um

Figure 3-7: Floorplan of a super-pixel
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The integration of analogue and digital circuitry on the same chip means that substrate-

coupling of digital noise is a potential problem [139][140]. However, the use of a process

with a lightly doped p-type epitaxial layer on a degenerately doped bulk will have helped to

improve the isolation between nearby circuits [141]. A number of general precautions were

taken to minimise the problem including the use of guard rings in the analogue layout to

provide low resistance substrate contacts. However, no quantitative analysis of the problem

was attempted because of the difficulty of analysing the problem by hand. Software tools

suitable for tackling this analysis have recently become available [142][143].

The power supply distribution network created one of the main layout difficulties. Separate

power supply rails were required for the analogue and digital circuits to prevent switching

transients in the digital supply current from upsetting the operation of the sensitive analogue

circuitry. A separate power supply was also used for the receiver front-end to control the

electrical crosstalk between receivers (see chapter 8). The scheme used is illustrated in

Figure 3-8 which shows the detail of the two metal layers for an example pixel. The

horizontal routing layer is metal 1 and the vertical routing layer is metal 2. The analogue

power supply lines run vertically; two pairs of the front-end supply rails (wide) and one pair

of the decision stage supply rails (narrow) are visible. The digital power supply lines run

horizontally at the top and the bottom of the two rows of standard cells. The flip-chip pads

are in metal 2. Bypass capacitors formed by thin-oxide capacitors are placed underneath the

front-end analogue power supplies in both rows of standard cells. It can be seen that, for a

two-metal process, the need to route multiple, separate power supplies leads to inefficient

area usage in the routing channel and the standard cell rows, although some of the unused

area underneath the analogue power supply rails in the upper standard cell row is recovered

by a bypass capacitor.
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Figure 3-8: Power supply organisation

In retrospect, this may not have been the best power supply distribution scheme. An

alternative strategy would have been to replace the lower standard cell row with a row

dedicated exclusively to the analogue receiver circuits and to run the analogue power supply

rails horizontally. The bypass capacitor in the upper row could then be exchanged with the

digital circuitry in the lower row. The most important advantage of this alternative is that it

would make it easier for the layout of the analogue and digital circuitry to proceed

independently. In addition, a more compact layout of the analogue cells would be possible

because they would no longer be constrained to fit exactly within the height of a digital

standard cell and could omit the horizontal digital power supply rails.

To a certain extent, the difficulty in achieving an efficient power-supply distribution layout is

a consequence of the limited number of metallisation layers in this process. Dedicated

power-distribution layers for the analogue and/or digital supplies, routinely available in state-

of-the-art silicon processes with three or more levels of metallisation, would significantly

reduce the overall size of the chip and hence relax the demands on the performance of the

optics.

The requirement to achieve a regular pixel pitch with the same spacing in both x- and y-

directions (to obtain a match to a VCSEL array with a standard pitch) also reduced the
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efficiency of the layout that could be achieved with a standard cell approach. The number

and width of the cells determined the horizontal pitch; the vertical pitch was constrained to

be the same even though not all the space in the routing channel was required. Designing a

custom set of standard cells with a more appropriate aspect ratio may have permitted a more

compact layout, but would have required significantly more design effort. An alternative

approach, which was not explored in any detail, would have been to use a transistor-level

layout synthesis tool [144] to automatically generate a layout with the required aspect ratio

from the schematics. At the very least, this technique would allow different options for the

aspect ratio to be evaluated very quickly to determine a good choice before proceeding with

the custom layout of a set of standard cells. The extent to which this would improve the

overall density depends on how much optimisation has already been carried out on the

existing standard cell library.

Previous smart-pixel circuits have tended to use full-custom layout techniques [125][145].

On balance, the improvement in design productivity offered by the standard-cell approach

outweighed its disadvantages in terms of layout density in the context of this project; it is

doubtful whether a circuit design of this complexity could have been realised within the

resource constraints of the project using a full-custom approach.

Alternative approaches to automating the design of smart-pixel circuits are currently being

investigated by some groups. The use of an upper layer of metallisation to route the optical

input signals to separately located receiver circuits, with free placement of digital logic

underneath the flip-chip pads, has been proposed and implemented in experimental designs

[146]; enhancements to existing CAD placement tools are being developed to automatically

place receiver circuits close to the flip-chip pads amongst the other digital cells [147]. An

outstanding problem with this approach is the susceptibility of the sensitive analogue inputs

connected to the flip-chip pads to electrical crosstalk from the underlying digital circuits.

Deliberately degrading the sensitivity of the receivers might be one way to provide an

adequate noise margin.

Another practical difficulty that was encountered in the design process was the

interdependence between the layout of the silicon and the design of the optics. The area

occupied by the silicon circuitry determined the detector pitch and hence the optical field size

and magnification. This made it difficult, but not impossible, for design work to proceed in

parallel. This interdependence would seem to be a general feature of systems using the smart-

pixel approach in which the logic is localised to the detector positions.



49

The interdependence could have been avoided by specifying conservative values for the

detector pitches at an early stage in the design process. The disadvantage of this method is

inefficient utilisation of both the silicon area and the optical field. Indeed, in this particular

system, the fact that both the optical field of view (17.5 mm diagonal) and the dimensions of

the silicon circuit were close to their practical limits made this approach unworkable.

This interdependence in the design process is something that would add cost to any system

that uses the smart-pixel approach, either by requiring custom design of optics and

optoelectronic devices for every system or, perhaps more realistically, by inefficient

utilisation of silicon through the adoption of a standard pitch.

An alternative approach for using optical interconnect technology is the ‘photonic interface

module’ [148] [149] in which a densely packed array containing only transceivers and wiring

is used to provide the optical interface, and the digital logic is located in a separate area of

the chip and designed using standard CAD tools. A chip based on this approach [148]

contained 504 receivers in a 1 mm × 1 mm area in 0.8 µm technology. The advantage of the

technique is that a self-contained design with a standard pitch can be designed once using a

full-custom, carefully optimised layout. Once proven experimentally, such a block could, in

principle, be reused with minimal effort by people without specific expertise in optical

interconnect technology. The technique also permits dense packing of the optoelectronic

devices thus significantly reducing the cost of the optical packaging, arguably the most

important barrier to the commercial adoption of free-space optics. Nevertheless, the approach

has certain drawbacks. The on-chip interconnects between the interior of the transceiver

array and the digital logic have a power consumption and layout area overhead. It is also

possible that the RC delays in these electrical interconnects might ultimately limit the overall

capacity of the optical interface: more work is required to establish how well the ‘photonic

interface module’ approach scales to aggregate bandwidths of several terabits/s.

3.4 Other system components

In this section, the main characteristics of other system components which impact on the

design of the interface electronics are briefly discussed.

3.4.1 InGaAs detectors and modulators

Although the InGaAs modulator/detector device structure was essentially the same as that of

the devices described and characterised in chapter 2, a significant effort was made by the
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group at the University of Glasgow to simplify the fabrication process to overcome the

problems with InGaAs yield that had previously been encountered.

Changes to the interface circuits used to implement a two-beam modulator driver and a two-

beam receiver, proposed by the author, helped to achieve this process simplification by

eliminating the requirement for two levels of tracking.

The new modulator drive scheme is shown in Figure 3-9.

Vbias+

Din

-D

D

     modulator drive scheme
(b) modulator drive scheme with a
     single bias voltage

Vbias+

Din

Vbias-

(a) conventional differential

Figure 3-9: New modulator driver with a single bias rail

In the new scheme, separate digital driver circuits are used to drive the two p-type contacts

with the true and complementary data. Compared to the conventional approach of using two

series-connected modulator diodes with a single driver [150], this approach permits the use

of a single, common modulator bias voltage. A secondary benefit is that it results in first-

order cancellation of the switching noise on the modulator bias rail, although the switching

transient on the silicon modulator driver supply remains in both schemes.

A disadvantage of this approach is that the modulator driver transistors must be sized to sink

the total photocurrent through each diode, which is larger than the difference in photocurrent

between the two; consequently, the power consumption of the new scheme is higher. In this

system, the inverter that drives the modulator devices used minimum length transistors with

widths of 24.8 µm and 44.8 µm for the NMOS and PMOS transistors respectively. The size

was determined by the relaxed DC specification for the maximum photocurrent (500 µA)

rather than by the dynamic requirement to drive the modulator capacitance. The power

consumption with random data at 250 Mbit/s was simulated to be 2 mW.
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The electrically differential design that was chosen for the clock receiver also permitted the

use of a single bias voltage for the detectors. In contrast, the most commonly used two-beam

smart-pixel receiver design (see chapter 4) uses a series-connected pair of photodiodes

configured similarly to Figure 3-9 (a) and consequently requires two bias voltages. The

detector bias voltage used for the clock receiver circuit was shared with the data receiver

circuits; however, the modulator and detector bias voltages were separated to avoid electrical

crosstalk.

Figure 3-10: Scanning-electron-micrograph of InGaAs devices fabricated with the new

InGaAs process. The left-hand picture shows four detectors and a modulator after the

mesa-definition etch; the right-hand picture shows a completed modulator with

isolation trench and lower modulator bias line (Courtesy of University of Glasgow).

With these modifications to the interface electronics, the InGaAs processing sequence can be

reduced to four mask steps: combined mirror/upper p+ contact deposition; mesa definition

etch; lower n+ contact deposition and lift-off; and trench isolation. In contrast, the previous

process required six steps: mesa definition; mesa isolation; p+ contact deposition; n+ contact

deposition; via layer deposition and etch; and mirror metallisation. Photographs of prototype

devices fabricated by the University of Glasgow using the new process are shown in Figure

3-10. Glasgow have recently proposed a refinement to this process that requires only three

mask steps [151].

The common detector bias voltage takes the form of a plane of metal that is broken only by

the modulator bias line which runs vertically from the top to the middle of the chip (Figure 3-

11). This provides a low-inductance and low-resistance bias to the detectors which is

important for controlling crosstalk. It is also tolerant to open-circuit failures. Isolated

detector bias planes were used for each half-column of four super-pixels to localise short-

circuits to the detector bias to a single section of the chip.
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detector bias plane

modulator bias rail

Figure 3-11: InGaAs supply voltage layout for one super-pixel

3.4.2 Optical power budget

The sensitivity required of the receivers in the switching chip was determined by the VCSEL

output power together with the optical losses in the link. The VCSELs were specified to

provide 1 mW of optical power. The optical loss in the main arm of the system is estimated

to be 3.5 dB excluding the 18 dB loss resulting from the 1:64 fan-out. The overall

responsivity of the detector is estimated to be 0.54 A/W based on an ideal responsivity at

960 nm of 0.77 A/W and an estimate of the external quantum efficiency of 70%. These

figures predict a detected photocurrent of 3.8 µA per photodiode; the specification on the

receiver sensitivity was 3.5 µA. The measured VCSEL output power exceeded the

specification by 25% which provides additional margin.

The channel data rate was determined by the detected photocurrent and the photodiode

capacitance.

The detected photocurrent affects the channel rate because of the direct trade-off in the

design of the receiver between speed and sensitivity. This trade-off will be discussed in detail

in chapter 4.

The photodiode capacitance is determined by the detector diameter. In general, this is in turn

determined by the resolution of the lenses in the link and the alignment tolerance. However,

because a diffractive element is used in this system, the wavelength tolerance on the VCSELs

was also important. At the edge of the field, the VCSEL divergence together with the

performance of the optical system gave a spot-size of 20 µm. The VCSEL wavelength

variation came from both intrinsic device-to-device variation and thermal effects. For the

device arrays that will be used in the final system, the wavelength variations were 0.25 nm

and 0.3 nm respectively, which translates into a maximum position error of 5 µm at the edge



53

of the field. The intrinsic variation is the variation in emission wavelength across a single

array. Best uniformity was obtained by selecting chips from near centre of the VCSEL wafer.

After budgeting for lens manufacturing tolerances and alignment, a detector diameter of

35 µm was chosen. This gives a photodiode capacitance of 95 fF based on a MQW thickness

of 1.2 µm [152] and a dielectric constant of 13.3 [1534].

3.4.3 Optical components

The overall system performance was strongly determined by the optical throughput of the

first branch of the system between the VCSEL array and the switching chip. The second

branch, between the switching chip and the output chip, used a high-power optical source;

there was ample optical power available. Consequently, the first branch of the system was

optimised at the expense of the second.

Optimisation of the performance of the first branch had a particular impact on the design of

the beamsplitters. Achieving good performance as both a polarisation independent reflector

at 960 nm and a polarisation dependent beamsplitter at 1047 nm was difficult because of the

small separation in wavelength. However, by sacrificing performance at the less critical

wavelength of 1047 nm, adequate performance could be obtained.

A consequence of this trade-off was that the reflectivity and transmittance of the beamsplitter

at 1047 nm was a strong function of the angle of incidence in the Fourier plane and hence of

the horizontal co-ordinate of the modulator in the switching chip plane. The two modulators

of a differential pair are separated by a considerable distance (half the super-pixel pitch or

about 800 µm) – simply orientating the switching chip as drawn in Figure 3-11 would result

in a reduction in contrast due to the beamsplitter non-uniformity. However, by rotating the

circuit by 90° on the optical mount, this reduction in contrast can be eliminated.

The lens performance was also optimised for operation at 960 nm.

The optical design is described in detail elsewhere [154][155][156]. The author’s

contributions to the optical design were the proposals to include a half-wave plate in the

system to permit an identical design for the two beamsplitters and the decision to rotate the

modulator pair.

                                                     
4 linear interpolation between values for GaAs (12.91) and InAs (15.15) for In0.185Ga0.815As

wells assuming that the barriers have a similar dielectric constant
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3.5 Progress towards experimental realisation

The design of the system that has been described in this chapter is mostly complete. In this

section, the progress to date towards realising this design experimentally is summarised and

the programme of characterisation that is planned for the assembled system is reviewed.

The main switching circuit has been designed and fabricated. The wafer delivered by the

commercial foundry is currently undergoing post-processing to prepare it for flip-chip

bonding. Electrical testing of the final circuit will begin once the post-processing has been

completed. Preliminary electrical tests of earlier prototype receiver circuits are reported in

chapters 5 and 7 and have demonstrated that the receiver designs are functionally correct,

although the speed of operation appears to have been limited to around 100 MHz by the

structures included for testing. Simulations predict that, under typical process conditions, the

circuits will operate to around 200 Mbit/s which comes close to meeting the initial design

target. However, there are indications that electrical crosstalk may start to degrade

performance when the entire array is operated simultaneously; this will be discussed in detail

in chapter 8. The design of the output chip is in progress.

The InGaAs detector array has been designed by the University of Glasgow and is currently

being fabricated. A prototype device array using the same fabrication process has already

been demonstrated.

The input VCSEL array has been fabricated and experimentally tested by CSEM and has

been found to meet or exceed the system requirements. Preliminary crosstalk measurements

have been performed with a small number of active channels; more comprehensive crosstalk

measurements are planned once the VCSEL array is incorporated into the final system.

The optical design is complete and the assembly of the optical system is underway.

Preliminary testing of the system will be carried out using a discrete fibre-coupled

photodiode in the output-chip plane.

Although a considerable number of steps still need to be completed successfully to achieve

full system operation, an important characteristic of the system is that, in general, partial

failures of individual components are unlikely to cause a catastrophic failure of the entire

system. Many of the critical components such as the receiver designs have already been

validated at least in part experimentally. The likelihood of achieving at least partial operation

of the system is therefore high, although the only real test of this is experiment.

The system has been designed with testability in mind; a detailed experimental investigation

of the performance of the optical interface is planned. The output chip will provide a
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capability to select any subset of four output channels for simultaneous observation on an

oscilloscope without realigning the optical system. It will also provide a capability to

simultaneously measure the bit-error-rate on any four output channels.

The main switching chip also contains circuitry for test purposes. Scan path flip-flops [157]

are used for the main components of the design. This allows the multiplexer settings to be

configured electrically. It also permits the results of the address comparison to be acquired

and analysed after the end of the address phase; this will determine whether or not

simultaneous error-free operation of the entire receiver array has been achieved for the

duration of the address phase and thus allow the peak capacity of the interconnect to be

measured. This test capability will allow the effect of electrical crosstalk through the power

supply distribution network of the switching circuit to be monitored as the number of active

inputs applied to the system is increased.

The sustained capacity of the interconnect will be more difficult to verify. The main factor

that is expected to limit operation of the entire array is the electrical crosstalk through the

analogue power supply network. The amount of crosstalk is determined by the number of

receivers that are enabled and simultaneously switching. Subject to power consumption

constraints, it will be possible to override the amplifier disable circuitry during the data phase

(using an external control signal) to achieve continuous operation of the entire receiver array.

Under this worst-case crosstalk condition, a test of whether each output channel in turn can

operate error-free for a sustained period of time will be possible. Provided there is no

realignment of the optics throughout this test, it represents a fairly convincing demonstration

of sustained operation of the entire interconnect.

One limitation is that with the test equipment currently available, only partial operation of

the input array (24 out of 62 data channels) will be possible. Nevertheless, after fan-out, this

represents approximately 1500 simultaneously active optical inputs, which exceeds previous

attempts to measure simultaneous operation of high-speed receiver arrays.

Table 3-1 lists some recent free-space optoelectronic VLSI circuits. It can be seen that a

number of very high capacity optical interfaces have been constructed, and that the system

described in this chapter is one of the most ambitious in terms of number of channels,

aggregate data rate and optical field dimensions.

Of particular note is the Lucent Technologies ATM distribution network [158] which has

demonstrated operation of individual channels at 622 Mbit/s on a chip with 1024 optical

inputs and 1024 optical outputs to give a “potential” capacity of greater than 1 Tbit/s.

However, the Lucent system did not permit simultaneous operation of the full array because
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a separate laser was required for each input. Indeed, there has been very little quantitative

investigation of the effects of simultaneous operation of large numbers of channels on bit-

error rates in very large arrays. The most detailed study of crosstalk effects has been on a 50

channel array [159] and has shown a 2.5 dB penalty for simultaneous operation of the entire

array. It is hoped that the system described in this chapter will permit a more detailed

characterisation of these effects. Another difference from the Lucent system is that the

SPOEC circuit contains more complex digital logic. The Lucent circuit comprises sixty-four

externally configured 16 × 16 crossbars that do not carry out any processing of the packet

header information. The process of designing the SPOEC system has provided additional

insight into how to approach the integration of complex digital logic with smart-pixel

receivers. Nevertheless, unlike the SPOEC system, the Lucent circuit is based on a high-

performance switch architecture that is suitable for use in telecommunications applications.

system design targets experimentally
demonstrated

number of
channels

channel
rate

optical
field

diagonal

simultane-
ous

channels

bit-rate

Lucent crosstalk test [159] 50 - 2 mm 50 311 Mbit/s (1)

Lucent/UNC SRAM [160] 96 - 2 mm 96 125 Mbit/s (2)

McGill backplane[161][162] 256 300 Mbit/s 9 mm (3) in progress

UNC/Lucent SRAM [148] 512 100 Mbit/s 1.4 mm ? ?

Lucent ATM switch [163] 512 622 Mbit/s 3.2 mm 1 790 Mbit/s

Lucent ATM switch [158] 1024 622 Mbit/s 7.5 mm 16 625 Mbit/s

SCIOS sorter [116][145] 1024 100 Mbit/s 8 mm in progress

OptiComp [164][165] 1024 500 Mbit/s 23 mm in progress

SPOEC (this work) 3968 250 Mbit/s 18 mm in progress

Lucent ATM switch [126][125] 4096 208 Mbit/s 8 mm 896 160 Mbit/s(4)

(1) BER testing with 2.5 dB sensitivity penalty for array operation
(2) single bit burst test
(3) microlens optics with clustered detectors
(4) qualitative test of parallel operation only. Number of channels limited by fan-out grating.

Table 3-1: Comparison of recent large scale free-space optics receiver arrays

3.6 Conclusion

In this chapter, an experimental demonstrator system based on free-space optical

interconnect technology has been described; its intended purpose as a vehicle for improving

the understanding of the design issues in systems using high-bandwidth optical interconnects
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has been emphasised. The chapter has discussed some of these issues. In particular, the

difficulties that have been encountered in using a standard-cell layout approach in a ‘smart-

pixel’ design have been highlighted and some of the alternatives proposed in the literature

have been reviewed.

In the remainder of this thesis, issues relating specifically to the design of the analogue

receiver circuits are considered in more detail. Specific case studies from the system

described in this chapter are used throughout to illustrate the discussion: chapter 5 considers

the design of the data receiver circuit; chapter 7 introduces a new approach to smart-pixel

post-amplifier design that was used in the clock receiver circuit; chapter 8 discusses the

problem of electrical crosstalk that was highlighted by the design of the switching chip.

The next chapter begins the discussion by considering the general trade-offs in the design of

receiver circuits in this application area.

3.7 Appendix: scheme for handshaking with input queues

This appendix describes a possible scheme for communicating back the results of the

arbitration from the switching fabric to the 62 input ports.

A total of 62 bits of information must be determined by the switching fabric in a given slot,

corresponding to whether the packet presented by each of the 62 inputs has been routed to an

output. After the arbitration process, this information is distributed throughout the output

ports of the switching chip. This information can be collected over a period of 62 clock

cycles as follows. The kth cycle is used to determine whether a packet has been routed from

input k. Each of the 64 output ports locally determines (from the multiplexer select signals)

the source address of the packet, if any, that has been routed. During the kth cycle, the output

node asserts its input to a chip-wide 64-input OR gate if this address is equal to k. The output

of this gate determines whether any of the output ports have routed the packet from the kth

input; it is broadcasts electrically to the input ports. Each input port examines this broadcast

signal during its own cycle to determine whether the packet that it sent has been accepted.

The chip-wide 64-input OR gate could be implemented using, for example, an 8-input wired-

or bus for each row of super-pixels together with an 8-input OR gate at the edge of the chip.

A limitation of this technique is that it sets a limit on the minimum packet duration of 62

clock cycles. Because of the need for chip-wide signalling, the clock used for this process

might be some fraction of the channel rate implying a minimum packet length of perhaps

128-256 bits.
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Chapter 4

Design trade-offs in photoreceivers

for terabit/s scale optical interfaces

4.1 Introduction

The first part of this thesis has given an overview of the technology that forms the basis of

terabit/s scale optical interfaces to VLSI electronics, including an example of the type of

system that might utilise this technology.

The remainder of this thesis, which forms the core of the research work presented, focuses on

the design of photoreceiver circuits for this application; in particular, it deals with aspects of

photoreceiver design that are specifically relevant to arrays which are of a scale suitable for

implementing terabit/s optical interfaces to VLSI electronics, and which contain many

hundreds of channels.

Such photoreceivers, commonly referred to as “smart-pixel” receivers, are similar in

structure to the single-channel photoreceivers used in long-haul telecommunications systems,

but have very different performance requirements. In telecommunications receivers,

sensitivity is of primary importance and can be optimised at the expense of other factors such

as power consumption. In contrast, smart-pixel receivers must meet tight constraints on

power consumption and layout area to permit a high level of integration (of the order of 1000

receivers in an area of 1 cm2) creating a qualitatively different design problem.

This chapter begins the study by discussing in detail the design trade-offs in smart-pixel

receiver circuits. The structure of a smart-pixel receiver and how it compares to a

conventional telecommunications receiver is first reviewed. The main issues affecting

receiver performance – front-end small signal characteristics , post-amplifier gain, front-end

noise and inter-stage offsets are then discussed in turn and their relative importance assessed.

The ways in which the design variables can be traded off against the basic characteristics of

speed, sensitivity and power consumption are considered.

The analysis in this chapter builds on the work of several authors in the specific field of

smart-pixel receiver design [166][167][168][174][187] and in the more general area of

telecommunications receivers. Previous work on smart-pixel receivers has highlighted the

key differences in performance requirements compared to telecommunications receivers and

considered the trade-offs between factors such as power consumption, bit-rate and
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sensitivity. To an extent, the analysis in this chapter is merely an alternative approach to the

same problem with a slightly more detailed investigation of the influence of some of the

circuit design variables such as transistor dimensions. Similarly, the noise analysis is

essentially a review of existing theory from the telecommunications field [192].

However, the main contribution of this chapter is to extend earlier studies of the smart-pixel

receiver design problem to include a quantitative assessment of the effect of MOSFET

mismatch on the sensitivity of DC coupled receivers. The discussion of the other aspects of

receiver performance is included primarily to allow an assessment of the relative importance

of mismatch, and to form the basis of the study of the scaling of receiver performance in

advanced CMOS technology in Chapter 6.

The analysis of receiver performance in this chapter is specific to large arrays only insofar as

it considers designs with constrained power consumption and layout area; it still considers

the performance of a single receiver circuit in isolation. Later chapters will look at issues

arising from the incorporation of these designs into large arrays, through a case study of the

receiver design for the SPOEC system in Chapter 5 and an analysis of power supply crosstalk

in Chapter 8.

4.2 Review of receiver design

In this section, the architecture of a photoreceiver is reviewed with specific emphasis on the

features that distinguish a smart-pixel photoreceiver from a conventional telecommunications

photoreceiver.

4.2.1 Structure of a conventional telecommunications receiver

clock recovery

post-amplifier decision stagetransimpedance front-end

level
extract

+

-

Figure 4-1: Structure of a conventional telecommunications receiver

Figure 4-1 shows the basic structure of a receiver of the type found in a long-haul or

medium-distance telecommunications link. The overall purpose of the circuit is to convert an
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optical signal, which may have been attenuated and corrupted by noise and dispersion in the

optical link, into a clean, high level electronic signal that can be used as an input to logic

circuitry or to regenerate the optical signal.

The front-end converts the input photocurrent to a low-level voltage. The main design

objective in the front-end is to minimise the electronic noise added to the optical signal. The

output of the front-end is then amplified using a post-amplifier; a decision stage produces a

regenerated logic signal which is often re-timed with a clock extracted from the data stream.

A decision threshold equal to the mean optical input power is extracted from the input data

stream using a low-pass filter.

A transimpedance front-end is normally preferred over a high-impedance front-end

[190][191] because it offers a combination of high dynamic range and low noise; high-

impedance front-ends can, in theory, give superior noise performance but are more difficult

to realise in practice. The design of integrated single-channel transimpedance front-ends is a

mature field; an excellent review is given by Williams [169][198].

The post-amplifier is either a linear amplifier with an automatic gain control [170][171] or a

non-linear limiting amplifier [172].

4.2.2 Smart-pixel implementation

Smart pixel receivers have a structure which is a simplified form of Figure 4-1. The

differences are required to reduce circuit complexity, in particular power consumption and

layout area. The front-end and post-amplifier remain but typically use somewhat smaller

transistors, simpler biasing schemes and fewer gain stages. The clock recovery feature is

omitted; this is made possible either using asynchronous routing of the data without retiming

or by using a global system clock to retime the data (there has been some work looking at

very low power clock recovery techniques [173]). The circuitry to extract the optimum

decision threshold is also omitted; consequently, the system response extends down to DC

and there is no requirement to code or scramble the data (this issue is discussed in more

detail in Section 4.6).

Another major difference is that it is convenient to use a two-beam (differential) optical data

link (Figure 4-2). Historically, this was motivated by a requirement to receive signals from

low-contrast multiple-quantum well modulator devices of the type described in Chapter 2;

however, differential encoding of the optical signal has many advantages even for high-

contrast optical data. In particular, the optical signal carries its own reference level which

reduces the sensitivity penalty incurred by omitting the circuitry to determine the optimum
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decision threshold. The increase in complexity in the optical system arising from a doubling

of the number of optical signals in a free space optical system is not large, although it would

be more significant in a fibre based interconnect. Nevertheless, single ended implementations

are still possible. Comparison of designs at similar speed indicates a penalty of between 5 dB

and 8 dB in total optical power for choosing to use a single-ended design [174].

Iout

optical input power

0

0

0

output current
D

D

Figure 4-2: Two-beam differential encoding of a 2:1 contrast optical signal

Table 4-1 compares the performance of a typical two-beam smart-pixel optical receiver,

illustrated in Figure 4-3 [174], with an example commercial SONET receiver [196]. Major

differences in the smart-pixel receiver are the much lower power consumption and area of

the smart-pixel receiver and the significantly lower sensitivity. It is only possible to integrate

thousands of receivers into a single chip if the power consumption of each receiver is of the

order of a few milliwatts.

4/0.8

10/0.8

5/0.8

10/0.8

5/0.8

Vtune
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decision stagepost-amplifierfront-end

Figure 4-3: Lucent smart-pixel receiver (transistor W/L shown in µm) (after [197])
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parameter SDH / SONET smart-pixel
data rate 622 Mbit/s 622 Mbit/s
technology bipolar CMOS
front-end power consumption 85 mW 8 mW
limiting amplifier power
consumption

59 mW

clock recovery power consumption 155 mW -
sensitivity @ 850 nm -31 dBm -18 dBm
dynamic range 25 dB > 16 dB
front-end feedback resistance 6 kΩ 15 kΩ
input referred rms current noise 55 nA not relevant
area two die + several

external filter
components

45 × 25 µm2

number of optical beams 1 2
switching energy 1.3 fJ 28 fJ per beam

Table 4-1: Typical performance characteristics of a SDH/SONET receiver compared

with  a two-beam smart-pixel receiver

The transimpedance gain stage can be implemented using a number of circuit topologies.

Simple gain stages based on CMOS, NMOS and PMOS inverters are shown in Figure 4-4.

Many variants are possible: multiple stages [170][230]; the use of a diode connected load

transistor to reduce and stabilise the circuit gain [168][230]; addition of a source follower to

reduce the influence of capacitance on the output node [198]; common-gate amplifiers and

other current-mode structures [175][176][177]; a bipolar gain stage with shunt-series

feedback (e.g. [178]). Many of the more complex variants are not suitable for smart-pixel

implementation. The work in this chapter concentrates on analysing the simple structure with

a single-pole transfer function.

OUTIN IN OUT

IN OUT

CMOS PMOSNMOS

Figure 4-4: Example gain stages suitable for use in smart-pixel receivers

Woodward [174] has recently reviewed approaches to smart-pixel receiver design.

The analysis of design trade-offs in this chapter is based on the circuit structure of Figure 4-3

with a complementary gain stage. The complementary inverter gain stage has been found to
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be particularly simple to use in a smart-pixel environment because it is fully self-biasing (see

Chapter 5). However, the analysis can easily be adapted for the other gain stages shown in

Figure 4-4. This design implements the feedback resistor of the transimpedance front-end

with an ohmic region transistor.

4.2.3 Synchronous sense-amplifier receivers

It is worth mentioning in passing that there exists a class of smart-pixel receiver that is

completely distinct from the class using a transimpedance front-end. These receivers are

called synchronous sense-amplifiers; they are based on the same circuit techniques used in

memory sense amplifiers.

The key features of this class of receiver are low power consumption and a requirement for

an external clock signal which is synchronous to the data signal.

The circuits are all based on some form of regenerative, bistable latch. The clock is required

to reset the latch into a metastable state at the start of each cycle. The stable state into which

the latch resolves is determined by a differential input signal. The positive feedback of the

latch allows the input signal to be restored to a full digital logic level in a single stage.

The requirement for a clock is the main disadvantage of this class of receiver. A clock cannot

be extracted from the data stream if it is not amplified with a linear amplifier first. However,

the overhead of supplying a clock channel in parallel with a wide data bus is low. The high

bandwidth optical interfaces for which this class of receiver is intended will contain many

hundreds of channels but the number of independent sources of data is likely to be much

fewer in most cases.

Sense amplifiers with optical inputs were first used in [179] and independently developed by

a number of authors [180][181][182][183][184]. Two distinct approaches have been taken: a

charge-sense amplifier and a current-sense amplifier.

The charge-sense amplifier operates by integrating the input photocurrent on a capacitor

during one clock phase and sensing the integrated voltage using a regenerative latch during a

second clock phase. This can potentially offer very high sensitivity at low clock speeds

because of the integration of the input signal which has fundamental noise advantages in the

same way as a high-impedance receiver [185]; however, it requires complicated timing

signals which make it difficult to apply at high speeds.

The current-sense amplifier also uses a regenerative latch but with a differential current

input; it does not integrate the input photocurrent. Experimental results for a two-beam
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current-sense optical receiver have demonstrated, for example, operation at 320 Mbit/s with a

peak photocurrent per beam of 5 µA corresponding to a switching energy of 100 fJ, and a

power consumption of 1-2 mW [186]; this may be compared with the performance of the

transimpedance design in Table 4-1.

Hybrid approaches using a transimpedance front-end followed by a clocked sense amplifier

with a global clock have also been proposed [187][188].

This class of photoreceiver is explicitly outside the scope of this chapter.

4.3 Front-end small signal performance

This section begins the discussion of the receiver design trade-offs by considering a small-

signal model of the front-end, and examining the influence of the feedback resistor, the front-

end gain stage and the photodiode capacitance on the overall circuit performance.

4.3.1 Small-signal analysis

Figure 4-5 shows a small signal equivalent circuit of the transimpedance front-end.
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Figure 4-5: Small signal model of a transimpedance front-end

This model can be applied to gain stages containing NMOS and/or PMOS gain transistors; gm

is the total transconductance of the gain transistor(s) and gds is the output conductance of the

gain transistor(s) and bias transistor if any. The open loop gain of the stage is A = gm / gds.

CIN is the capacitance of the input node; it includes the photodiode capacitance and the gate-

source capacitance of the input transistor. In smart-pixel circuits, the photodiode capacitance

is the main contributor to this capacitance.

CF is the feedback capacitance between the input and output nodes. It includes the gate-drain

capacitance of the input transistor and any parasitics.
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CL is the capacitance at the output node of the front-end. It includes the input capacitance of

the post-amplifier, the drain junction capacitance of the front-end, and the source-gate

capacitance and junction capacitance of the feedback transistor. The Miller approximation is

used to include the effect of the post-amplifier feedback capacitance in CL

1.

Table 4-2 shows typical values of these parameters, and how they relate to transistor

dimensions, for a complementary gain stage in a specific 0.6 µm process with a 5 V supply.

Identical widths are assumed for the NMOS and PMOS transistors. WFRONT-END and WPOST-AMP

denote the widths of the NMOS transistors in the front-end and post-amplifier gain stages.

WFB and LFB denote the width and length of the feedback transistor.

As the transistors used are typically quite small, routing capacitance is also significant. The

table includes parasitic values extracted from an actual layout with WFRONT-END = 10 µm and

WPOST-AMP = 5 µm.

terms proportional to transistor dimensions

parameter component front-end post-
amplifier

feedback
transistor

constant terms and
parasitics

multiplier WFRONT-END WPOST-AMP WFB ×LFB

CIN 2.0 fF / µm 1.4 fF / µm2 100 fF photodiode

20 fF parasitics

CF 0.7 fF / µm -0.5 fF / µm2 2 fF

CL 0.4 fF / µm 2.0 fF / µm 1.4 fF / µm2 9 fF

gm 190 µS / µm

A 16.0

Table 4-2: Typical parameter values for a smart-pixel transimpedance receiver

Assuming that A >> 1, CIN >> CF and gm RF >>1, simple nodal analysis of the circuit gives a

transimpedance gain ZT(s) of:
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1 Note, however, that the load capacitance is primarily important in determining the response

of the front-end close to the cut-off frequency through its influence on ω0; because the post-

amplifier voltage gain can have significant phase shift at these frequencies, the reactive

component of the Miller load can be somewhat less than (A+1) CGD.
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where s = jω is the complex frequency variable and where
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The zero at ω = gm / CF is usually at a high frequency and does not have a big effect on

performance. The circuit therefore has a second order response with damping factor

ζ = ω0 τ / 2. The requirement for a response in the time domain with acceptable overshoot

requires that ζ is above a certain minimum. For ζ > 1 / √2, the step response of a second

order system settles to within 5% of its final value after a settling time of approximately2

τ3=ST (4.3)

TS is used to estimate the minimum bit-period of a particular front-end. It is assumed for the

moment that the post-amplifier has sufficient bandwidth that it does not degrade the rise-

time. The bit-rate B is then given by:

τ3
1=B (4.4)

Note that the model of Figure 4-5 starts to break down at frequencies above about ωT / 8 due

to non-quasi-static behaviour [189] where ωT is the transit frequency of the gain transistor.

For the example parameters, the limit of validity is about 2 GHz. The feedback transistor

typically uses a channel length of several times minimum to realise a large resistance and so

can have a much lower transit frequency; the equivalent circuit used for the feedback

transistor is therefore a first order correction to quasi-static behaviour as discussed in

Appendix 4.8 but can still be accommodated within the circuit model of Figure 4-5. It

predicts the two-port y-parameters of the feedback transistor to better than 5% up to 1.5 ωT.

4.3.2 Effect of the feedback resistor

For a fixed gain stage, the receiver bit-rate can be traded off against sensitivity by varying

the feedback resistor. Large values of RF will give high sensitivity but lower speed and vice-

versa. It is useful to define the switching energy of a receiver as a measure of the

                                                     
2 This expression is accurate to about 20% for the stated range.
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transimpedance-bandwidth product. Following the definition in [167], the switching energy

of a two-beam receiver is defined to be the peak optical energy in each beam per bit3:

B

P
E PEAK

OPT = (4.5)

Let VMIN be the minimum peak-to-peak voltage at the post-amplifier input that will produce a

valid logic signal at the receiver output. Assume that VMIN is determined by the properties of

the second-stage amplifier only. This assumption is valid for designs that are limited by the

gain of the post-amplifier and is a reasonable approximation for designs that are limited by

DC offset (see Section 4.6). It is not valid for designs limited by the front-end noise, but

Section 4.4 will show that smart-pixel receivers are not noise-limited. In the first instance,

VMIN is assumed to be independent of bit-rate, although this assumption will be modified

when the behaviour of the post-amplifier is examined.

The peak photocurrent per photodiode for a high contrast optical signal required to produce

an output swing of VMIN is IMIN = RF VMIN / 2 where the factor of two is due to the fact that

there are two input beams. If the responsivity of the photodiode is S A/W, then the switching

energy is:
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By eliminating RF from the expression for τ, an alternative form can be derived:
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m
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B
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= (4.8)

This equation predicts that the switching energy is constant for large values of RF (low bit-

rates) but increases asymptotically as the bit-rate B approaches B0. Because the switching

energy does not vary very much over a range of bit-rates, the low-frequency limit provides a

                                                     
3 Definitions varying by a factor of two in either direction have also been used in the

literature, depending on whether the peak or average optical energy is used and whether the

energy per beam or total energy in two beams is calculated.
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useful guide to the amount of optical power required to implement an optical interface with a

given total bandwidth.

The form of this equation is plotted in Figure 4-6.
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Figure 4-6: Variation in switching energy with bit-rate for a fixed amplifier

4.3.3 Effect of the front-end amplifier

 The design variables of the front-end gain stage can be adjusted to influence the trade-off

between speed and sensitivity through the value of B0. Increasing B0 shifts the position of the

asymptote in the graph of switching energy to a higher bit-rate. In order to achieve a

switching energy close to the low-frequency limit, B0 must be chosen to be greater than about

5B. Since CL << CIN, B0 is primarily determined by the transconductance of the input stage

and the photodiode capacitance.

The transconductance is directly proportional to the width of the front-end transistors. The

supply current is also proportional to the width; there is thus a reasonably direct trade-off

between power consumption and maximum operating speed for low switching energy.

To a lesser extent, the transconductance can also be adjusted by choosing the transistor drive

voltage VGS-VT. In long-channel transistors, the transconductance is directly proportional to

VGS-VT. However, in short-channel devices, saturation of the carrier drift velocity at high
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electric fields causes the transconductance to reach a maximum value at relatively low drive

voltages; the influence of this variable is therefore less strong. This is particularly true in the

complementary inverter configuration where the NMOS and PMOS transistors are biased

with relatively large drive voltages.

Two design variables affect the drive voltage in the complementary inverter: the choice of

power supply voltage and the ratio of the width of the PMOS transistor to the width of the

NMOS transistor.

The effect of the power supply voltage is illustrated in Table 4-3 for the 0.6 µm process:

increasing the power supply voltage from 3.3 V to 5.0 V gives only a 20% increase in gm for

a substantial penalty in supply current and power consumption, suggesting that the lower

power supply voltage would be preferred. However, in the design of a large chip, issues other

than the figures of merit in Table 4-3 influence the choice of power supply voltage. These

practical issues will be discussed in Chapter 5.

Table 4-3: Effect of supply voltage on gm for Wn=Wp=10µm, L=0.6µm

The PMOS / NMOS width ratio does not have a strong influence on the transconductance.

Figure 4-7 shows the transconductance and total transistor width as a function of the inverter

ratio at fixed supply current using a 5 V supply. An inverter ratio much less than one (small

PMOS, large NMOS, low operating point) gives a small improvement in the

transconductance per unit current but has other disadvantages that make it undesirable in

practice. For example, assuming that subsequent stages in the receiver are designed to have

the same operating point as the front-end, a low ratio gives rise to highly asymmetric large-

signal rise and fall times. It can also be seen from Figure 4-7 that, for reasonable ratios in the

range 1 to 3, the total transistor width required to obtain a given transconductance is only

weakly dependent on the exact ratio. Consequently, the term proportional to the transistor

feedback capacitance CF in the expression for the switching energy (4.7) is to a first order

independent of the ratio.

In summary, for the complementary inverter topology, the drive voltage does not allow for

much control over the transconductance.

VDD gm ISUPPLY P / mW gm / ISUPPLY gm/P

3.3 V 1.51 mS 0.35 mA 1.2 mW 4.3 V-1 1.3 V-2

5.0 V 1.86 mS 1.02 mA 5.0 mW 1.8 V-1 0.4 V-2



70

0.00

0.20

0.40

0.60

0.80

1.00

1.20

1.40

1.60

1.80

0 0.5 1 1.5 2 2.5 3 3.5 4

ratio of PMOS width to NMOS width

re
la

tiv
e 

w
id

th
 a

nd
 g

m
 a

t f
ix

ed
 c

ur
re

nt width

gm

Figure 4-7: Effect of inverter ratio on transconductance and total width at fixed current

4.3.4 Damping factor

The expression for switching energy (4.7) is valid provided the circuit has an acceptable

damping factor (ζ > 1 / √2). This may limit the range of bit-rates at which a given gain circuit

may be made to operate by adjusting RF . As the bit-rate is varied by adjusting the feedback

resistor, the damping factor varies as:
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is the minimum value of ζ. The form of this function is plotted in Figure 4-8.
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Figure 4-8: Variation in damping factor with B/B0

As similar values of B / B0 will be used, independent of bit-rate, to ensure a good trade-off

between power consumption and switching energy, ζMIN, as determined by equation (4.10),

indicates the influence of the various parameters on the damping factor.

Notice, in particular, the importance of minimising the load capacitance. If the post-amplifier

input transistor scales in proportion to the front-end, the load capacitance will scale in

proportion to the bit-rate; the damping factor constraint thus limits the maximum speed of

operation. This limit can be overcome by reducing the front-end gain (e.g. by using diode

connected load transistors inside the feedback loop) but at the expense of switching energy.

Damping also limits the extent to which the switching energy may be improved by using

longer-channel, higher gain transistors in the front-end.

4.3.5 Calculations for example parameters

In this section, the expressions developed in the previous sections and the example

parameters in Table 4-2 are used to investigate the performance trade-offs numerically.

Figure 4-9 shows the effect on the switching energy of adjusting the front-end width. In this

example, WPOST-AMP has been taken equal to WFRONT-END. and a post-amplifier gain of 5 has been

assumed in the estimation of the Miller load capacitance. A responsivity of 0.5 A/W and a

VMIN of 200 mV were assumed.
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Figure 4-9: Effect of front-end width on switching energy at different bit-rates

For simplicity, a fixed size of feedback transistor of 1.2 µm × 2.0 µm is used, independent of

the required resistor value; it is assumed that the resistance can be adjusted by varying the

gate voltage. For an NMOS transistor with the example dimensions, the resistance can be

adjusted between 7 kΩ and 70 kΩ for drive voltages between 200 mV and 2V. The resistor

value required to achieve the necessary rise time varied between 12 kΩ and 120 kΩ

depending on bit-rate and so, in a practical implementation, the transistor would have to be

slightly longer at lower-speeds. However, the extra capacitance would be less important at

these lower speeds. The transit frequency of the feedback transistor varied between 200 MHz

and 2 GHz depending on bit-rate and in all cases was sufficient to ensure the accuracy of the

resistor model within the bandwidth of the circuit.

It can be seen that for each data rate, there is a broad minimum in switching energy for front-

end widths greater than a particular value. This is a sensible region in which to design the

receiver: in this region, the switching energy should be insensitive to small variations in

process parameters. Increasing the width beyond this optimum slightly degrades the

switching energy due to the increase in the front-end feedback capacitance.

This optimal width increases with data rate. For example, at 200 Mbit/s, the model predicts a

minimum switching energy of 8 fJ at 2.5 µm, whereas at 1 Gbit/s, the minimum is 15 fJ at

8 µm. The switching energy is thus relatively insensitive to bit rate, but the power

consumption of a good design varies quite strongly. For reference, the power consumption of

the front-end only for WFRONT-END = 5 µm under typical process conditions is 2.6 mW.
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The damping factor calculated for these parameters was greater than 0.7 at bit-rates up to 400

Mbit/s but fell to around 0.6 at 1 Gbit/s. It was possible to improve the damping factor to 0.7

by sizing the front-end to be twice as wide as the post-amplifier. However, ζ = 1 / √2 is not a

hard limit, and it is possible to operate a receiver with lower values of ζ and hence longer

settling times than equation (4.3) if increased pattern dependent jitter can be tolerated.

4.3.6 Effect of photodiode capacitance

An important implication of the results in Section 4.3.3 is the very strong influence that the

photodiode capacitance has on the performance of the receiver circuit. In order to achieve a

switching energy close to the low frequency limit, the input stage must be sized in proportion

to the photodiode capacitance. Choosing B0 equal to about 5 B can provide a good starting

point for a design for a given photodiode capacitance. Thus, the power consumption of the

front-end is approximately proportional to the photodiode capacitance. The low frequency

limit of the switching energy is also proportional to the photodiode capacitance.

Receivers with performance characteristics that are compatible with requirements of large

arrays in terms of power consumption and switching energy have used 100 fF photodiodes

with diameters of around 30 µm. The development of cost-effective optomechanical

packaging that can focus light onto a detector of around this size is therefore important for

large receiver arrays to be practical.

4.4 Noise limits on receiver sensitivity

The sensitivity of stand-alone receiver circuits is usually limited by noise. In this section, the

fundamental noise limits of a transimpedance front-end are reviewed and a comparison made

between the optimisation of a front-end for low noise and the optimisation of a design for the

smart-pixel environment.

Better noise performance is theoretically possible using an integrating front-end and

equalisation in the post-amplifier [190][191]. However, this technique is rarely used in high

speed designs and is not practical for data-link applications; it is not considered here.

The integrated output noise <iin

2> of a transimpedance front-end referred back to the input is

[192]
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Γ is a numerical factor describing the channel thermal noise which is 2/3 for long channel

devices but significantly higher for short-channel devices under certain bias conditions

[193][194][195]. IGATE is the transistor gate leakage current and IDARK is the detector dark

current; both these noise sources are usually negligible for MOSFET transistors4. Low-

frequency flicker noise has also been neglected.

These integrals are evaluated in [192] for the transfer impedance ZT (f) from equation (4.1) to

give:
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The first and second terms represent the thermal noise in the feedback resistor and the

transistor channel respectively. The noise power can be related to a sensitivity for a particular

bit error rate by treating it as a Gaussian noise source with the same power. Defining IMIN as

the peak photocurrent per photodiode for a high contrast optical signal as before,

2
inMIN iQI = (4.13)

where Q is the solution of

)
2

(
2

1 Q
erfcBER= (4.14)

and is 6.00 for a bit error rate of 10-9.

Eliminating RF from equations (4.2), (4.5) and (4.12) as before gives an expression for the

switching energy:
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This expression is quite similar to (4.7). Both expressions contain the factor 1 / (1 - B/B0 )

raised to a power: 1 in the minimum output signal limited case and 0.5 in the noise limited

                                                     
4 The shot noise in the photocurrent is also neglected. The magnitude of this is often much

less than the amplifier noise at the sensitivity limit of the amplifier for high contrast optical

data. For example, the amplifier noise quoted below of 55nA is equivalent to the shot noise

in a dc photocurrent of 18µA in a noise equivalent bandwidth of 500 MHz which is much

greater than the minimum detectable photocurrent. However, it might become a relevant

source of noise in very low contrast optical data.
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case. The optimum gain-transistor width from a noise perspective is therefore lower than in

the minimum output signal case because the factor falls off more rapidly as B0 is increased

above B. Nonetheless, the general principle of sizing the gain transistor to make B0

significantly greater than B is still valid. Sizing the transistor wider than this optimum will

reduce the noise spectral density but move the second order pole, which determines the

effective upper limit of the second integral, to a higher frequency, offseting the reduction in

spectral density. If there are higher order poles in the transfer function, or if the post-

amplifier can be used to band-limit the noise (as is quite commonly the case), then the

preceding analysis ceases to be valid and the noise at the input to the decision stage can be

reduced by further increasing the width of the front-end gain transistor. However, the

expression still gives an upper-bound on the noise.

Figure 4-10 plots the noise limited switching energy for the example parameters, assuming

Q=6 and, optimistically, Γ = 2/3. Notice from the graph that a smart-pixel receiver in which

the front-end has been sized to lie on the flat portion of the switching energy curve will also

be near optimum from a noise point of view for a given amplifier configuration.

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

0 5 10 15 20

WFRONT-END / µm

no
is

e-
lim

ite
d 

sw
itc

hi
ng

 e
ne

rg
y

pe
r 

be
am

 / 
fJ

200 Mbit/s

400 Mbit/s

600 Mbit/s

800 Mbit/s

1000 Mbit/s

Figure 4-10: Upper bound on noise-limited switching energy as a function of front-end

width

This result is perhaps surprising – one might expect that the restrictions on size and power

consumption of the smart-pixel environment would result in degraded noise performance.

The result can be rationalised in light of the small photodiode capacitance resulting from
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hybrid integration. The comparison would be different if the photodiode capacitance was

significantly larger than the 100 fF assumed here since the front-end has to be scaled in

proportion to the photodiode capacitance to achieve good switching energy. In any case, all

the result implies is that the noise performance of the front-end is quite good - it does not say

anything about the performance which is achievable in the post-amplifier and decision stage

of the receiver.

For comparison, a commercial bipolar 622 Mbit/s transimpedance front-end specified for a

300 fF photodiode capacitance [196] has a worst-case input referred rms noise current of 55

nA compared with a prediction of a typical value of 33 nA for a 5 µm front-end at the same

speed with a 100 fF photodiode capacitor. This indicates that the noise performance of the

smart-pixel design is respectable.

The importance of the thermal noise in a smart-pixel circuit can be assessed by writing an

expression for the voltage signal swing at the output of the first stage and comparing it with

typical values of VMIN for the second stage amplifier.
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For a design with B0 significantly larger than B, this function is only weakly dependent on

the bit-rate and the exact sizing of the front-end; CIN and CL are the main influences on its

value. For designs satisfying this condition using the example parameters, the value was

between 9mV and 14mV. The next two sections will show that this is less than the minimum

signal requirement imposed by post-amplifier gain and DC offsets.

4.5 Post-amplifier gain limits on sensitivity

4.5.1 Introduction

The analysis so far has expressed the sensitivity of the receiver in terms of the minimum

input signal VMIN required at the output of the front-end to produce a valid logic level at the

output of the decision stage. The trade-offs in the design of the front-end at constant VMIN

have been discussed.

However, the value of VMIN is determined by the design of the post-amplifier and decision

stage. In this section, the parameter VMIN is related to the design variables of the post-

amplifier circuit and the results used to discuss the trade-off between power consumption,

switching energy and bit-rate in the photoreceiver as a whole.
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The analysis in this section considers the optimisation of the design in the absence of random

DC offsets. Section 4.6 considers how the conclusions of this section are modified by the

presence of DC offsets and discusses the circumstances in which the results of this section

remain valid.

The analysis is based on the two-beam DC coupled post-amplifier circuit described in

Section 4.2.2.

Mp1
BA

Mp3

Mn3

Mp2

Mn2

Mnf

Mn4

Mp4

Mn1

Figure 4-11: Single stage DC coupled post-amplifier circuit together with front-end

The post-amplifier (Mn2/Mp2/Mn3/Mp3) is designed to amplify the small-signal voltage at

the output of the front-end (Mn1/Mp1) to the level required to produce non-linear

thresholding behaviour in the decision stage. Typically, the post-amplifier has a relatively

low voltage gain. Transistors Mn2/Mp2 are matched to the front-end transistors Mn1/Mp1 so

that the operating point of the two stages is the same; in a two-beam receiver, a symmetrical

photocurrent swing at the input produces a symmetrical voltage swing about this operating

point at A and B, the amplitude at B being larger than the amplitude at A by the gain of the

second stage.

By definition, the post-amplifier is a small-signal, linear amplifier: if the signal amplitude at

the output of the front-end was sufficient to produce non-linear behaviour, then no post-

amplifier would be required and the decision stage could be connected directly to the front-

end. Consequently, the small-signal bandwidth must be adequate to pass the data signal in

order to avoid pattern dependent effects. The purpose of diode-connected transistors

Mn3/Mp3 is to reduce the gain and hence improve the bandwidth of the linear amplifier from

that of an unloaded inverter. They also help to stabilise the gain against process variation and

interstage offsets and to improve the linearity of the stage [197] [198].

The decision stage (Mn4/Mp4) is essentially a very simple limiting amplifier. Unlike the

post-amplifier, it is non-linear and it is not necessary for the small-signal bandwidth to be
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enough to pass the signal: the distortion introduced by the non-linear gain reduces the rise

and fall time from the small-signal value. The output of the stage is clamped by the power

supply rails and is a valid digital logic signal. This output would typically be used to drive a

small digital inverter.

For simplicity, the minimum input signal to the decision stage, VDECISION, is assumed to be set

by the requirement to create a fully restored DC output level after a single inverter stage.

This approach is consistent with other studies of smart-pixel receivers [168]. The input signal

must also be large enough to ensure adequate dynamic response. Simulations (see Appendix

4.9) suggest that the input signal required to satisfy this constraint is smaller than the signal

required to satisfy the DC constraint. VDECISION as defined here is therefore independent of bit

rate and, consequently, VMIN is controlled by the gain of the second stage APOST-AMP. For the

0.6 µm process considered so far with a 5 V supply, VDECISION is about 800 mV.

Because adequate dynamic response can be obtained with a smaller input signal, it is possible

to use a two-stage decision circuit consisting of a non-linear limiting stage that produces a

large but not fully restored swing, followed by a second stage which generates a completely

valid digital logic level. This approach has been found to provide better overall sensitivity. In

some respects it is similar to adding an additional stage to the post-amplifier, but has a

smaller cost in power consumption. However, for simplicity, this possibility is not

considered in the analysis which follows. Allowing this design option would modify the

results in two ways: VDECISION would be reduced and would become somewhat dependent on

bit-rate. For example, the input signal required to produce an output edge time equal to the

input edge time reduces from 420 mV for 1 ns edges to 140 mV for 4 ns edges.

The effective load capacitance of the decision stage is defined to be CDECISION.

4.5.2 Small signal analysis

Figure 4-12 shows a small signal model of the post-amplifier circuit.

C
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Figure 4-12: Small signal model of post-amplifier circuit

The small signal voltage gain is:
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where

PARASITICDECISIONDSGSDSLOAD CCCCCC ++++= 332 (4.18)

is the total load capacitance.

4.5.3 Design variables

The design variables of the amplifier are the width of transconductor Mn2/Mp2 and the

width of the diode connected load Mn3/Mp3, defined as WPOST-AMP and WLOAD respectively. It

is assumed for simplicity that the length of the diode-connected load is identical to the length

of Mn2/Mp2 in order to avoid a systematic offset between the operating point of the front-

end and the operating point of the post-amplifier under process variation in the channel

length.

4.5.4 Design trade-offs

The speed of the post-amplifier will be discussed in terms of a required small signal

bandwidth of the stage ωPOST_AMP. This will be related to the overall bit-rate of the receiver

when the interaction with the front-end is discussed.

For a fixed capacitive load, the width of the load transistor is determined by ωPOST_AMP which is

approximately

LOAD

m
AMPPOST C

g 3=−ω (4.19)

The gain of the stage can then be adjusted by varying WPOST-AMP. To a first approximation, the

gain of the stage is given by the ratio of WPOST-AMP to WLOAD, although the finite output

conductance of Mn2/Mp2 limits the maximum gain that can be achieved to that of the

unloaded inverter.

It follows that there is a clear trade-off between the post-amplifier power consumption and

the gain of the second stage (and hence to sensitivity of the photoreceiver as a whole). The

power consumption is proportional to WPOST-AMP + WLOAD which is in turn approximately

proportional to (APOST-AMP+1).
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There is also a fairly direct trade-off between sensitivity and speed. For a fixed WPOST-AMP, the

gain-bandwidth product of the amplifier is approximately.

LOAD

m

C

g
GBW 2= (4.20)

although the load capacitance is weakly dependent on the gain because of the capacitance of

the load transistor.

4.5.5 Simulation

These predictions were validated using HSpice simulations. A decision stage with

WN = WP = 4 µm was loaded with two identical stages. The maximum gain achievable by

varying the width of the load transistor under constraint of a minimum 3 dB bandwidth was

determined using a small-signal analysis. Each node was loaded with a parasitic capacitance

of 5 fF. The post amplifier input was biased about its operating point and driven with a

voltage source.

Figure 4-13 shows the results which confirm that the power consumption can be traded off

against gain up to a point, although there is a diminishing return for gains larger than about 5.

The gain-bandwidth trade-off is only evident at higher bandwidths. This is because there is a

minimum allowed transistor width of 0.8 µm which placed a minimum on gm3 under a

constraint of fixed length. At this width, the bandwidth of the stage is still quite high.
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Figure 4-13: Trade-off between gain and power consumption in a single-stage post-

amplifier
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4.5.6 Multistage amplifier designs

A more effective way to trade power consumption for gain beyond this point of diminishing

returns is to employ a multistage post-amplifier. A two-stage amplifier is shown in Figure 4-

14. Identical first and second stages were used, although this is not necessarily optimal

because the load on the two stages is not the same.
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Figure 4-14: Two stage post-amplifier design

The results of similar simulations performed on this design are shown in Figure 4-15. In this

circuit, ωPOST_AMP was defined as the overall bandwidth of the cascade.
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Figure 4-15: Trade-off between power consumption and gain in a two-stage post-

amplifier

It can be seen that, at low bandwidths, this circuit can deliver much higher gains compared to

a single stage design of the same power consumption. For example, a two stage design with a

width of 4 µm has a small-signal gain of 12.6 for bandwidths up to 400 MHz compared to a

gain of 4.8 for a single-stage design of the same power consumption and a width of 8 µm.

However, at higher overall bandwidths closer to the gain-bandwidth product of a single

stage, this technique seems to be less useful because the gain per stage must be quite low to

achieve the necessary overall bandwidth. Increasing the number of stages further can help; a
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multistage cascade of low-gain amplifiers is a common technique for wide-band amplifiers

[199][200].

An additional advantage of this technique is that it reduces the loading on the front-end both

directly, by reducing the width of the post-amplifier input transistors, and indirectly, by

reducing the gain of the first post-amplifier stage and hence reducing the contribution to the

load capacitance of the Miller multiplied gate-drain capacitance.

4.5.7 Performance together with front-end

The performance trade-offs in the design of the post-amplifier have now been considered. To

establish the trade-offs in the receiver as a whole, the interactions between the design

variables of the two components must be considered.

The main interaction is through the load capacitance presented by the post-amplifier. It has

been seen that the load capacitance does not have a strong effect on B0 or on the switching

energy at fixed VMIN. However, it does affect the damping factor ζ ; this imposes an upper

limit on the effective load capacitance.

The input capacitance of the post-amplifier is proportional to WPOST-AMP. However, in practice,

the width of the second stage is not a completely free parameter because of layout

requirements for low systematic offset . It is desirable to have the ratio WFRONT-END:WPOST-AMP

expressable as a ratio of small integers so that they can be constructed from paralleled unit

transistors. Ratios of 1:1 and 2:1 have layouts that are particularly simple (and hence have

low parasitic capacitance) and, for the example process parameters, have been found to

ensure acceptable damping with 2:1 preferred at higher bit-rates.

Assuming that the ratio remains fixed, the power consumption of the post-amplifier and the

front-end cease to be independent and it is possible to treat the front-end width as a direct

measure of the power consumption of the photoreceiver. It is then useful to weight the

switching energy graph of Figure 4-9 by VDECISION / APOST-AMP to provide an indication of the

overall trade-off between power consumption and sensitivity as a function of bit-rate in the

absence of DC offset.

The overall bandwidth of the front-end / post-amplifier combination is less than that of the

component stages. The frequency response of the two stages has been approximated by

taking the rms sum of the rise times. Where possible, the second stage has been designed to
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have the same bandwidth as the front-end5 such that the overall bandwidth in MHz is half the

bit-rate in Mbit/s. In low bit-rate cases where a post-amplifier with a minimum width load

transistor has more bandwidth than is required to satisfy the equal bandwidth condition, the

bandwidth of the front-end has been chosen to give the required overall bandwidth.

A one- or two-stage post-amplifier has been selected to provide the highest gain for a

particular post-amplifier power consumption, comparing a one-stage design with width

WFRONT-END with a two-stage design with width WFRONT-END / 2.
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Figure 4-16: Trade-off between front-end width and switching energy including the bit-

rate dependence of the second stage gain

The results of this calculation are plotted in Figure 4-16. As the width is increased, there is

initially a very rapid reduction in switching energy due to the front-end requirement that

B << B0. As the width increases further, the additional gain available from the post-amplifier

causes the switching energy to continue to decrease; consequently, there is no optimum

width as there is if a VMIN independent of width is assumed.

It is also useful to estimate typical values of VMIN. If an arbitrary upper limit on the total post-

amplifier width of 10 µm is assumed, then gains of between 3 and 18 are possible depending

on speed and power consumption requirements. This corresponds to values of VMIN between

                                                     
5 In general, a cascade of two stages each having a fixed gain-bandwidth product and the

same basic shape of frequency response will have a maximum overall gain for a given

overall bandwidth when both stages are designed to have the same bandwidth.



84

40 mV and 250 mV. In many cases, these figures are such that that the overall performance

of the photoreceiver is gain limited [167]. More precisely, the figure of merit

power

bandwidthgain×
(4.21)

of this post-amplifier stage is such that, within a given constraint on power consumption, it is

not possible to implement enough gain to amplify the front-end signal to the detection

threshold of the decision stage. Chapter 7 looks at how this limit can be addressed by using a

post-amplifier topology with a fundamentally higher gain-bandwidth product.

The next section considers how the results of this section are modified in the presence of

random offsets.

4.6 MOSFET mismatch limits on receiver sensitivity

4.6.1 Introduction

In this section, the impact of random DC offsets arising from transistor mismatch on the

sensitivity of smart-pixel receivers is quantified and compared with the limits due to post-

amplifier gain and thermal noise that have already been discussed.

A major difference between the majority of smart-pixel receiver circuits that have been

implemented to date and long-haul telecommunication and optical data link receivers is that

the smart-pixel circuits have a frequency response that extends down to DC.

This characteristic has certain advantages in the context of smart-pixel systems. No

capacitors are required to implement a low-frequency cut-off; very simple and compact DC

coupled designs with modest power consumption exist. A DC coupled channel can also pass

an arbitrary sequence of non-return-to-zero data (which has a frequency spectrum that

extends down to DC) which is convenient for any smart-pixel system that has to process

(rather than just route) a data sequence and is also spectrally efficient. Other coding schemes

such as Manchester or 8B / 10B coding [201] are either spectrally inefficient or require

relatively complex coding/decoding circuits which add power consumption and layout area.

In systems with a modest number of channels, these benefits are less important than some of

the benefits obtained from removing the DC component of the signal: the DC offsets between

amplifier stages can be eliminated; low-frequency flicker noise can be filtered out; an

optimum decision threshold independent of input optical power level (Figure 4-17) can be
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achieved even in a single-beam receiver (although this can also be achieved without

requiring line coding by using a two-beam receiver or by other techniques [202][203]).

(a) optimum decision threshold (b) non-optimum decision threshold

decision
stage
input

threshold

decision
stage
output

Figure 4-17: Pulse width distortion caused by non-optimum decision threshold in a DC

coupled receiver

The presence of a DC offset creates several problems:

• it sets an absolute minimum on the detectable signal

• it introduces pulse-width distortion into the signal which effectively increases the

minimum acceptable bit period

• it makes it difficult to implement multi-stage high gain post-amplifiers because the DC

offset is amplified and could shift later stages out of the linear region of operation

The importance of DC offsets in optical receivers is well recognised [200] [204] and in

general it is solved in stand-alone receivers by blocking or attenuating the DC component of

the signal. Novotny [166] has previously identified the importance of offsets as a primary

limit on smart-pixel receiver sensitivity in the context of FET-SEED technology and has

investigated them experimentally by measuring the distribution of offsets across smart-pixel

arrays. The issue of high DC offsets in GaAs / MSM optical receiver arrays has also been

highlighted [204]. A recent study on CMOS smart-pixel receiver optimisation [168] also

mentioned that DC offsets limited post-amplifier gain but did not include the effect

quantitatively. The study presented here quantifies, for the first time, the importance of DC

offsets in smart-pixel applications by applying models from the literature on MOSFET

mismatch as a function of transistor parameters.

After a brief review of the physical origins of offset voltages and the standard models used to

characterise transistor mismatch, an expression is derived for the minimum detectable signal

in a smart-pixel receiver in the presence of offsets in terms of the physical parameters of the
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transistors. Parameters from a specific technology are then used to quantitatively assess the

importance of offsets.

The studies of the noise and gain limits of smart-pixel receivers have been based on a

particular 0.6 µm technology. To make a good comparison with these limits, it would be

ideal to estimate the offset limits in the same technology. Unfortunately, information on the

matching characteristics of transistors in this technology was not available at the time of

writing. Instead, the offset limits are investigated using a 0.7 µm process from Alcatel-Mietec

[214] in which transistor matching has been extensively characterised in open literature.

4.6.2 Physical origin of offsets

Random offsets are a direct consequence of transistor mismatch. The physical parameters of

a group of identically designed transistors can be expected to show a distribution about their

nominal value. The mismatch ∆P in a parameter P is formally defined as the difference

between the value of the parameter for two identically designed devices and is a random

variable with mean zero and variance σP

2, commonly with a normal distribution.

Mismatch can be caused by the stochastic nature of the various steps of the manufacturing

process, which will affect two transistors independently of their relative position, and also by

systematic variations in process parameters across a die due to, for example, die attachment

stress [205] or gradients in oxide thickness.

The model

22
2

2 )( DS
LW

A
P P

P +=∆σ (4.22)

has been shown to model a wide class of mismatch sources [206]. Here, W and L are the

width and length of the device, AP and SP are process dependent constants characterising

mismatch due to stochastic processes and gradients respectively, and D is the separation of

the transistors.

From this equation, several comments can be made about the relevance of mismatch in

smart-pixel photoreceivers. Firstly, because devices are typically chosen to be small in order

to reduce power consumption and layout area, random mismatch in general would be

expected to be more important since the variance in the mismatch is inversely proportional to

the device area, in contrast to precision analogue circuits where large devices can

deliberately be used. Secondly, the device separation is small, so the second term should be

unimportant.
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The current in a MOS transistor in saturation can be modelled for the purposes of matching

by the equation:
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where θ is introduced to model velocity saturation and series resistance in the source.

Mismatch parameters AVT, Aβ and Aθ can be defined.
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Several terms contribute towards the threshold voltage of the transistor, but the dominant

cause of mismatch has been shown to be due to the voltage required to deplete the substrate

underneath the gate [207], which is related to the charge in the channel depletion region and

the gate capacitance.

OXIDE

SUBSTRATE
DEPLETION C

Q
V = (4.25)

The charge in the channel depletion region is in turn related to the number of dopant atoms it

contains. The threshold voltage mismatch arises from the variance in the number of dopant

atoms, which is a random variable with a Poisson distribution.

The physical origin of mismatch in the current factor β and the mobility reduction factor θ is

variations in carrier mobility [208] [209].

Figure 4-18 and Figure 4-19 show the values of the constants AVT and Aβ from a selection of

process reported in open literature. The oxide thickness is used to characterise the

technology. Notice that AVT scales linearly with oxide thickness but that Aβ shows no clear

trend with technology.
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Figure 4-18: Matching constant AVT for a range of technologies (after [209])
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Figure 4-19: Matching constant Aβ for a range of technologies (after [209])

Recent work [209][210][211] has shown that in sub-micron transistors, this model is

inadequate for predicting the threshold voltage mismatch. In devices with short channel

lengths, it underestimates the mismatch because the depth of the substrate depletion region

controlled by the gate varies along the channel due to the extension of the source and drain

depletion regions underneath the channel (Figure 4-20). In devices with narrow widths, it

overestimates the mismatch because fringing fields at the edge of the gate can deplete an

additional volume of charge which does not form part of the channel. These effects are

essentially the same effects which require complex models for predicting the threshold

voltage of sub-micron transistors [212]. This has been modelled in [209] by adding

additional terms to (4.22) which, in a slightly modified form, can be written:

22
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where the LVT and WVT parameters characterise the short and narrow channel effects.

However, the study showed that the simple model for the current factor mismatch remained

valid.
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Figure 4-20: Diagram of a MOS transistor showing the physical channel length (which

is the drawn length corrected for etching effects) and the lateral diffusion of the source

and drain underneath the gate. Dimensions are approximately to scale.

Table 4-4 shows the mismatch parameters for the Alcatel-Mietec 0.7 µm process

characterised using this extended threshold mismatch model in [209]. Notice that the short

channel effects cause a 40% increase in threshold voltage mismatch above that predicted by

the standard model.

Note also that the figures for SVT and Sβ confirm that the spatially dependent mismatch

component is indeed negligible in a smart-pixel application. Consequently, there is no

motivation for using common centroid layout techniques to improve matching in this

context.
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parameter NMOS PMOS

AVT  11 mV µm 22 mV µm

Aβ 1.9 % µm 2.8 % µm

LVT 0.67 µm -

WVT 0.40 µm -

SVT 0.6 mV mm-1 0.1 mV mm-1

Sβ 0.2 % mm-1 0.3 % mm-1

Table 4-4: Mismatch parameters for Alcatel-Mietec 0.7µm process

4.6.3 An analytical model for the offset limit on receiver sensitivity

Offset voltage of a simple transimpedance receiver

This section derives an expression for the standard deviation in the offset voltage of a

transimpedance receiver with a complementary gain stage using a simple extension of a

standard procedure [268].

The first step is to derive an expression for the variance in the operating point of an inverter.

Let the mean operating point of the inverter be VOP, the mean values of the transistor

parameters are VT, β, θ and the operating current with the parameters at their mean value be

I; suppose that, as a result of mismatch, these values vary by δVOP, δVT, δβ, δθ and δI.

Assuming the variation in each parameter is small compared to its mean value, a Taylor

expansion for the current in the NMOS transistor about the nominal operating point can be

written using the model equation (4.23).
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A similar expression can be written for the PMOS transistor. The change in current in both

transistors must be the same; by equating the two expressions for δI, an expression for δVOP

can be obtained.
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The parameters δP are random variables with a variance σδP

2 which is related to the variance

in the mismatch parameter ∆P = ( P1 - P2 ) by σ2(∆P) = 2σδP

2 since δP for different transistors

is statistically independent.

Studies have shown [209] that δθ and δβ are almost entirely positively correlated and so:

β
δβ

θ
δθ = (4.28)

Bringing all these results together, the variance in the operating point σVOP

2 is:
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The study of mismatch in the Alcatel-Mietec process found that a simpler current mismatch

model was adequate to predict the matching in that technology. The simplified model for the

current mismatch at constant gate source voltage was:

β
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−
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I 2
(4.30)

where the θ mismatch term has been dropped6 and a long channel approximation for gm has

been used. The mismatch parameters have been fitted to this model and so it must be used to

calculate the current mismatch.

The variance in the operating point is then:
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where the transconductance values in equation (4.31) should be calculated using a full

transistor current model such as equation (4.23) that includes the effects of velocity

saturation.

                                                     
6 Note that although the velocity saturation term is not required in the analysis in this chapter,

it is included in the derivation here as it is required in the investigation of the scaling of

receiver performance in advanced CMOS processes in Chapter 6.
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Now consider a receiver consisting of a front-end, a single post-amplifier with a gain A and a

decision stage. It is easily shown that the offset voltage, defined as the nominal voltage

required at the output of the first stage to produce zero output, is

A

V
V

A
VV DECISION

AMPPOSTENDFRONTOFFSET

δδδ −++−= −− )
1

1( (4.32)
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In the simple case when the gain of the second stage is high, the mismatch in the post-

amplifier load transistors is neglected, and the second stage is the same size as the front-end,

this can be approximated as σVOFFSET

2 = 2σVOP

2

. This is the expression that is used to estimate

the offset voltage. Note, however, that this approach may under-estimate the offset voltage

because the gain of the post-amplifiers used in smart-pixel circuits can be quite low, and the

transistors in the decision stage may be smaller than those in the front-end and post-

amplifier.

Relationship between circuit yield and offset voltage

If the standard deviation of the offset voltage is σVOFFSET then the probability that, in any one

particular circuit, the offset is within ± k σVOFFSET, assuming a normal distribution, is:






=

2

k
erfPWORKING (4.34)

The probability that, in a group of N circuits, all of the circuits are within specification is

PWORKING

N

.

Figure 4-21 plots the value of k as a function of the required failure rate. It can be seen that,

in large arrays, the worst-case offset is substantially higher than in a single channel receiver.

For example, to achieve a failure rate of 1 in every 100 chips, a 4096 channel smart-pixel

array must be designed to accommodate a maximum offset of ± 4.7 σVOFFSET compared with

± 2.6 σVOFFSET for a single channel circuit. Similar issues occur in the design of sense

amplifiers in large DRAM arrays [213] and in high resolution D/A converters.

Because it would be very difficult and hence expensive to test the receivers in smart-pixel

arrays for compliance with an offset specification before assembling them into a proper
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optical package, it is likely that commercial devices would have to be designed with a

conservative failure rate.
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Figure 4-21: Relation between number of channels in smart pixel array and number of

offset standard deviations

Minimum detectable signal in the presence of an offset voltage

VMIN has been defined as the peak-to-peak signal amplitude at the post-amplifier input

required to produce a rail-to-rail output swing at the output of the decision stage.

Equivalently, a rail-to-rail swing will be produced when the input signal exceeds its

switching point by VMIN / 2. It is assumed that this remains true when there is an offset

voltage present. However, in this case, the actual switching point may be anywhere within a

band of ± VOFFSET centred about the nominal switching point (Figure 4-22).

  MIN
V       /2

V       /2
  MIN

OFFSET

V

V

OFFSET

MIN
V  ’

nominal switching point

Figure 4-22: Minimum signal required with offset

The minimum input signal to produce a full swing output is therefore

OFFSETMINMIN VVV 2+=′
(4.35)

However, a slightly larger signal may be required to achieve acceptable pulse-width-

distortion. This is illustrated in the simulated eye diagrams in Figure 4-23.With no offset, an

input signal of VMIN = 100 mV is required to produce a good quality eye; with a 50 mV offset,
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although the minimum input voltage of 200 mV predicted by equation (4.35) is just sufficient

to produce a subjectively acceptable eye, there is more pulse-width-distortion.

200 mV input
50 mV offset

100 mV input
0 mV offset

Figure 4-23: Simulated effect of offset on minimum detectable signal and pulse width

distortion (W POST-AMP = 5 µm; WLOAD = 0.8 µm; small signal gain = 4.4; period = 1.5 ns).

The eye diagrams were obtained by driving the input to the post-amplifier with a

pseudo-random bit sequence voltage source and observing the output of the post-

amplifier after a single stage of buffering.

4.6.4 Application of the offset model to a 0.7 µm process

Method

As discussed above, the offset limits are investigated using a 0.7 µm process with a nominal

oxide thickness of 17 nm from Alcatel-Mietec [214] in the absence of matching information

on the 0.6 µm process. The matching parameters for the 0.7 µm process were given in

Section 4.6.2.

Lack of information and some peculiarities of this process still require that some estimates be

made in order to calculate the offset voltage. The published information on this process

includes NMOS model parameters (Table 4-5) for equation (4.23). However, this information

is not available for the PMOS transistors. Also, the PMOS transistors that were characterised

for matching were special purpose “low-threshold” transistors requiring an additional

processing step7and a minimum channel length of 1.2 µm. No short channel effects were

observed because of this restriction on channel length. It is assumed that the standard PMOS

transistors in this process would have the same matching parameters as the low threshold

                                                     
7 An additional threshold adjust implant to reduce the threshold voltage from -1.0 V to -

0.7 V.
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devices8 and would display short channel characteristics with the same values of LVT and WVT

as the NMOS transistors.

A front-end with WPMOS=WNMOS and LPMOS=LNMOS=0.7 µm is assumed. The transconductance of

the PMOS transistor is estimated to be half that of the NMOS transistor and the operating

point is estimated to be 1.75V based on the operating point of an inverter in the 0.6 µm

technology with the same WPMOS : WNMOS ratio.

β 550 µA/V2

VT 0.743 V

θ 0.560 V-1

Table 4-5: Model parameters for Alcatel-Mietec 4µm / 0.7µm NMOS transistor

The offset voltage was calculated as a function of WFRONT-END assuming a 1024 channel

receiver array with a required yield of 0.99 (k = 4.5) for designs having a WFRONT-END : WPOST-AMP

ratio of 1:1 and 2:1. Figure 4-24 shows the results of the calculation.

In this technology, about 75% of the offset voltage could be attributed to the threshold

voltage mismatch term.

                                                     
8 In practice, the extra threshold adjust implant would degrade the matching; however, the

additional implant dose is a factor of 3 lower than the implant dose used on both low-VT and

normal PMOS transistors so the difference in matching should be quite small.
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Figure 4-24: Calculation of the worst-case offset voltage as a function of transistor

width in the Alcatel 0.7µm process

Discussion

The results in Figure 4-24 show that the offset voltage is quite large for inverters constructed

from minimum length transistors. To an extent, this is due to the large number of standard

deviations that must be considered in a smart-pixel array with many elements. These values

are also significantly larger than the estimate made in the smart-pixel design study in [168].

In particular, the minimum signal imposed by the offset voltage, which is twice the offset

plotted in the graph, is significantly larger than the estimates of the thermal noise in Section

4.4. This indicates that, in a DC coupled receiver, thermal noise does not set an important

limit on receiver performance.

The results also suggest that the offset may be more important in determining the sensitivity

than the post-amplifier gain limit under many circumstances. Direct comparison with the

0.6 µm process post-amplifier gain limits is difficult because of the use of a different process

for the analysis; however, the worst-case offset voltage varies between ±20 mV and ±70 mV

for reasonably dimensioned transistors and it has been seen that the gain-limited VMIN ranged

between 40 mV and 250 mV depending on bit-rate and power consumption requirements.

The offset limit is more important in low bit-rate circuits where it is possible to achieve high

post-amplifier gain and/or sufficient bandwidth with narrow transistors.
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Taking offset voltage into account in the design process leads to a slightly different design

approach. Firstly, it limits the amount of gain that can be implemented in the post-amplifier

to between 10 and 20. Also, if a design is offset limited, then a higher overall sensitivity can

be attained by putting more gain/less bandwidth into the front-end and less gain/more

bandwidth into the post-amplifier stage; this contrasts with the post-amplifier gain-bandwidth

limited case where it is better to make the bandwidths of the two stages the same as discussed

in Section 4.5

4.6.5 Possible solutions to the offset problem

In this section, some possible solutions to the offset problem are briefly considered.

Bipolar transistors tend to have lower offsets than MOSFETs because they do not have a

threshold voltage. There is a case for investigating whether they might be more suitable for

constructing large, DC coupled receiver arrays although there are many other differences to

consider, not least of which is the additional cost of a BiCMOS process.

Regenerative latches can in principle be compensated for offset during the reset phase of the

latch. This approach is used in sense amplifier arrays in DRAM chips [213] and in

comparators [215]. It may be possible to adapt these techniques to work with the sense

amplifier class of photoreceiver described briefly in Section 4.2.3, although no specific

implementations have been proposed to date.

Offsets can be eliminated completely if it becomes feasible to implement a receiver with a

lower frequency cut-off in large arrays. The difficulty in implementing the lower frequency

cut-off comes from the area required to implement the filter capacitor, and, to a lesser extent,

from the additional power consumption necessary in a differential decision stage. Coding

circuitry is not necessarily prohibitive: for example, if the smart-pixel chips are only used to

implement a switching fabric, then it is sufficient to code and decode the data at the inputs

and outputs of the switching fabric and not at all intermediate stages.

A simple calculation allows the area of the filter capacitor to be estimated. The lower

frequency cut-off causes droop in the signal amplitude when there is a long sequence of ones

or zeros in the data; this in turn leads to pattern dependent jitter [196]. In a first

approximation, the maximum allowed lower cut-off frequency is determined by the

maximum run length of the coding scheme, the data rate, the amount of pattern dependent

jitter that is acceptable and the edge time of the data signal. In the case of 8B/10B coding, the

maximum run length is 5 [201]; assuming a data rate of 1 Gbit/s, and a maximum

permissible droop of 5% of the signal amplitude, then the lower frequency cut-off must be
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1.6 MHz. A resistance of 100 kΩ, which could be readily implemented using an ohmic

region MOSFET of a few microns in length, would require a 1 pF capacitor9. The capacitor

value is non-critical and it can be implemented using the gate oxide; the capacitor would

occupy 20 × 20 µm2 in 0.6 µm technology scaling to 5 × 5 µm2 in a hypothetical future

0.05 µm process with a 1 nm equivalent gate oxide thickness [237]. A possible approach is

described in Chapter 6.

At lower data rates in 0.6 µm technology, the capacitor area is unacceptable for use in large

arrays; however, it appears that it will become increasingly feasible to implement the low

frequency cut-off as channel data rates reach 1 Gbit/s and as the oxide capacitance per unit

area increases. This is a good argument for pursuing power efficient implementations of such

receivers; such an approach may allow smart-pixel receivers to approach noise limited

sensitivity.

Example implementations of receivers with a low-frequency cut-off can be found in

[200][216][217][230].

4.7 Conclusion

In this chapter, the basic structure of a smart-pixel receiver and how it compares to a

conventional telecommunications receiver has been reviewed. The design variables that can

be used to achieve a trade-off between sensitivity, power consumption and speed have been

identified and the analysis of their influence provides a starting point for a design procedure

for smart-pixel receiver circuits.

In particular, the linear relation between photodiode capacitance and both power

consumption and switching energy has been highlighted.

The relative importance of thermal noise, post-amplifier gain and mismatch-related offset on

sensitivity has been discussed. In marked contrast to conventional telecommunications

receivers, noise is not a limiting factor: firstly, because the low photodiode capacitance

resulting from hybrid integration provides good noise performance even at low power

dissipation; secondly, because the DC coupled nature of the design imposed by layout area

constraints and the limited number of post-amplifier gain stages imposed by power

consumption limitations make it difficult to design a post-amplifier that can detect signals at

                                                     
9 The capacitor would have to be larger by the factor by which the offset was attenuated if the

RC filter forms part of a feedback loop.
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the noise limit. It is the properties of the post-amplifier, not those of the front-end, that limit

the performance of smart-pixel receivers.

The analysis in the chapter has been based on a simple small-signal model of the receiver

circuit and has considered the performance of an individual receiver circuit in isolation

without consideration of its environment and without consideration of practical issues such

as tolerance to process variation and realisation of resistors in a digital CMOS technology. In

the next chapter, a specific case study of a receiver design for the SPOEC system described

in Chapter 3 is used as a focus for the discussion of these issues. Chapter 6 will consider how

the conclusions of this chapter are modified by the changes in receiver performance that

occur as a result of advances in silicon technology.

4.8 Appendix: modelling of feedback resistor

This section justifies the equivalent circuit used for the feedback transistor and contains

comments on the correctness of the BSIM simulation capacitor models for modelling the

feedback transistor.

The feedback transistor operates in the ohmic region and has the same electrical properties as

a distributed RC line.

A distributed RC line can be modelled by two-port Y parameters. The analytic solution for a

distributed line is [218]:
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where the complex frequency variable s has been normalised to ωT = 1 / R C.

By forming a first order Taylor expansion about s=0, the following approximation to the two-

port parameters is obtained:
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This approximation predicts the real and imaginary parts of all y parameters to better than

5% up to a frequency of about 1.5 ωT.

The first order approximation to [y] can be realised with the equivalent circuit in Figure 4-25.
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Figure 4-25: First order equivalent circuit of distributed RC line

Note the negative drain-source capacitance used to model the imaginary component of y12

and y21. This will tend to cause more overshoot than the simple pi-section model without the

source-drain capacitor which has Y parameters:
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Figure 4-25 is equivalent to the Ward MOSFET capacitance model [219] as implemented in

the BSIM 3v3 model [212] with the 40/60 drain-source charge partitioning option selected

(XPART=0). This is a first order approximation to non-quasi-static behaviour [220][221].

The default 0/100 charge partitioning option (XPART=1) has y parameters:
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and produces incorrect physical behaviour in the context of a transimpedance amplifier

circuit. Notice that the source-drain ‘capacitance’ here is positive and will cause simulations

to underestimate the overshoot and underestimate the bandwidth.

4.9 Appendix: behaviour of decision stage

The behaviour of the decision stage is defined by the minimum signal swing at the input

required to produce a fully restored digital signal at the output with an edge which is short

compared with the bit period.

The behaviour of a simple inverter as a decision stage was investigated using transient

simulations in the example 0.6 µm process considered in this chapter.
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Figure 4-26: Decision stage used to estimate VDECISION

The inverter was driven by a voltage source with a hyperbolic tangent pulse shape

symmetrical about the operating point of the inverter. The edge time was defined between the

10% and 90% of the wave-form.

The inverter was loaded with two identical stages and a parasitic capacitance of 5 fF.

Rising and falling edges of amplitudes between 0 and 2V and rise times between 0.5 ns and

5.0 ns were applied. The output rise and fall time was measured between 1V and 5V.

The results showed that a minimum input signal in the range 700-900 mV was required to

produce an output edge which is shorter than the input edge. The minimum input signal

increased slightly at higher data rates, but only by about 10%. For the purposes of the

comparison of switching energy at different bit rates, it is assumed that the minimum input

signal required at the input of the decision stage is independent of bit-rate to a first

approximation.
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Chapter 5

Case study: a single-beam receiver for SPOEC

5.1 Introduction

This chapter describes the detailed design of the single-beam receiver circuit used for the data

channels in the main switching chip of the SPOEC system outlined in Chapter 2.

As well as providing a concrete illustration of the general design trade-offs discussed in the

previous chapter, the circuit highlights certain practical issues that constrain the design of

smart-pixel receivers, including process variation and the resistance of the chip power-supply

distribution network.

The chapter reports experimental results from an electrical test version of the receiver design

that verifies correct DC operation of the circuit. A version of the circuit designed for optical

inputs has been fabricated as part of the main switching chip and is undergoing flip-chip

assembly at the time of writing.

The chapter begins by reviewing the main system requirements of the circuit. It then discusses

the detailed implementation and experimental characterisation, and evaluates the design in light

of the results.

5.2 System requirements

The switching chip contains approximately 4000 data receiver circuits; power consumption is

therefore a significant concern. The target power consumption on the worst-case process corner

was set at 5 mW per receiver to give a peak power consumption of 20 W during the header

phase. From experience in the design of the cooling system for similar circuits1, this power

consumption is close to the maximum that can be extracted from a chip of this size without

using forced-air cooling and while keeping the junction temperature below 55°C to maintain

good MQW modulator device performance. Thus a facility to power-down receivers that are

not in use was required.

The sensitivity of the receiver is set by the optical output power of the VCSELs together with

the budget for power loss in the optical path between the VCSELs and the switching chip.

Initial estimates indicated that a peak photocurrent of around 5 µA would be available;

additional losses discovered in the course of the design reduced this figure to 3.5 µA.

                                                     
1 The SCIOS demonstrator system briefly described in Chapter 2.
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The required dynamic range was small. The optical losses in the system were well controlled

and the uniformity of VCSEL output power across an array is high. The final laser array

displayed a spread in output power at fixed operating current of between 1.1 mW and 1.4 mW

[222]. The circuit was specified for a dynamic range of about 2. Although a commercial system

would have to allow for a higher spread in the VCSEL output power, the optical losses in a free

space optical system would remain well controlled; it can generally be expected that smart-

pixel receivers do not require high dynamic range.

A single-ended receiver was a requirement given the number of channels and the limit on the

number of diodes that could be fabricated in the InGaAs process.

Individual receivers had to be distributed across the area of the chip and surrounded by blocks

of digital logic. This tightly constrained the layout area and led to a DC coupled design based

on self-contained complementary inverter gain stages. NMOS/PMOS gain stages were not used

because they require bias circuitry; sharing this circuitry between receivers would have been

difficult because of the need to distribute a noise-sensitive bias voltage to the current-source

load. Including the bias circuitry in each receiver cell would add a significant layout area and

power consumption overhead. The bias signal was also found to require substantial decoupling

capacitance to prevent noise from the post-amplifier from disturbing the front-end. A possible

compromise may have been to group the receivers into blocks of four in which there was no

digital circuitry.

The possibility of using a synchronous sense amplifier in the receiver was not investigated in

any detail, primarily because the optoelectronic designs proposed to date are more suitable for

two-beam operation and also work better with return-to-zero data [173]. It has been proposed

[167] that asynchronous receivers can enable operation at a speed beyond the normal rated

speed of a particular silicon technology; one of the goals of the design was to investigate the

extent to which this is true in a practical system. The system architecture in principle allows the

data section of the packet to operate at a higher bit-rate than the header.

The initial target data rate for the receiver was 250 Mbit/s. The circuit was originally designed

for operation with a 20 µm diameter photodiode with a capacitance of 50 fF; however, changes

in the specifications of the optical system meant that the final photodiode had a diameter of

35 µm and a capacitance of 95 fF. In the end, this specification proved too demanding within

the other constraints on the design; the final circuit is expected to operate between 150 Mbit/s

and 200 Mbit/s.
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5.3 Detailed design considerations

5.3.1 Circuit schematic

A schematic of the receiver circuit is shown in Figure 5-1. The circuit was implemented in the

0.6 µm digital 5 V CMOS process used for the design study in Chapter 4.
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Figure 5-1: Schematic of SPOEC data receiver (final version)

The design is similar to those discussed in Chapter 4. The front-end Mn1/Mp1 is followed by a

single stage post-amplifier Mn2/Mp2 with gain broadening transistors Mn3/Mp3. The narrow

width of Mn2/Mp2 means that acceptable second stage gain cannot be achieved using

broadening transistors with a matched channel length. This gives rise to a spread in systematic

offset voltage between the first and second stage due to process variation of about 15 mV. The

gain of the second stage is about 5.

The operating points of the first two stages are nominally equal (about 1.9 V) but the operating

point of the decision stage is designed to be somewhat higher (about 2.5 V) to introduce the

systematic offset required for single-beam operation (Figure 5-2). The single ended design used

in earlier work [231] introduced the fixed offset between the first and second stages.

Introducing the offset after an additional stage of gain allows the input referred offset to be set

more precisely for a given absolute voltage tolerance on the operating point of an inverter, but
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leads to slightly reduced dynamic range. It also allows identical transistors to be used for the

first two stages, which should improve matching.

1.9V 1.9V

2.5V

5.0V

0.0V

front-end post-amplifier decision

Figure 5-2: Illustration of switching thresholds in receiver

The decision circuit consists of two inverter stages as discussed in Section 4.5.7.

The length of the transistors in the second inverter of the decision stage is made quite long in

order to slow down the switching transients on the power supply (see Chapter 8).

The output of the amplifier is loaded by a single digital inverter connected to the digital

supplies (not shown) which drives the standard cell logic.

5.3.2 Summary of simulated performance

Detailed simulation results are given in Appendix A. In summary, the DC switching point of

the receiver occurred at an input photocurrent of 2.2 µA with an additional 0.4 µA penalty to

allow for random offset. Dynamic performance was acceptable up to somewhere between

150 Mbit/s and 200 Mbit/s with 95 fF photodiode capacitance.

5.3.3 Power supply distribution

Two separate analogue power supplies were used to address problems with power supply noise:

the first supplied the front-end and post-amplifier (AVDD! / AGND!) and the second supplied

the decision stage (ATHVDD! / ATHGND!). Both supplies were separate from the digital

supply. The analogue power supply rails were fed vertically across the chip from the top edge

to the centre and from the bottom edge to the centre. Each half-column of 32 receivers had its

own set of analogue rails. The rationale behind the power supply strategy is discussed in more

detail in Chapter 8.

The need to keep the IR voltage drop across the analogue power supply rails to an acceptable

level limited the power-supply current of the circuit. This limit was more fundamental than the

power consumption constraint; whilst disabling amplifiers during part of the cycle helps to

reduce the average power consumption, it does not reduce the peak voltage drop.
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The process used to implement the design had only two levels of metal. The final design used

metal 2 widths of 15.4 µm for AVDD! / AGND! and metal 2 widths of 4.9 µm for

ATHVDD! / ATHGND!; thus, the analogue power supply rails occupied about 27% of the

horizontal extent of a pixel. The estimated voltage drops are shown in Table 5-6. Although the

voltage drops on the worst case process corner are only borderline acceptable, increasing the

width much further would have led to an unacceptably large chip. A contingency has been

provided to selectively disable the amplifiers in each row of super-pixels in case the voltage

drop proves problematic during experimental operation of the system.

process

corner

AVDD!

current per

receiver

half-column

resistance

drop in power

supply voltage

power consumption

(analogue + digital)

typical 0.34 mA 19 Ω 210 mV 2.8 mW

worst case 0.54 mA 35 Ω 600 mV 4.1 mW

Table 5-6: Estimated DC voltage drop in SPOEC switching chip

To an extent, this problem is an artefact of the use of a two-level metal process. Availability of

an additional level of metal that could be dedicated to power supply distribution would have

significantly eased the problem.

In retrospect, it may have been better to use a 3.3 V power supply for the design, because the

gm / I figure of merit is more than a factor of two better (Table 4-3); a circuit with the same

transconductance could have been designed with say half the current which would have

produced a smaller relative voltage drop along the supply rail.

5.3.4 Matching considerations

An acceptable supply voltage drop required a low supply current and thus narrow transistors;

minimum-length transistors would give poor matching because of the small transistor area.

Transistors slightly longer than minimum (L=0.9 µm) were selected to increase the area of the

transistors and to reduce short channel effects on the matching. This also helped to improve the

process sensitivity of the operating point and the supply current but increased the overshoot in

the step-response because of the higher gain of the long-channel transistors.

Matching parameters for this process were not available. The threshold-voltage mismatch term

was estimated by extrapolating the trend in Figure 4-18 to the oxide thickness of the process.

Neglecting the current-factor mismatch term, equation (4.29) gives σVOFFSET of 6.6 mV. Allowing

for ±4.7 σ to ensure that all 4000 receivers are within specification gives an offset voltage of

±31 mV. This neglects any short channel effects in the threshold-voltage mismatch.
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5.3.5 Feedback resistor

A MOS transistor was used to implement a non-linear feedback resistor. The choice of an

NMOS rather than a PMOS transistor ensures that the rise-time of the circuit is not degraded at

high input currents but has the disadvantage of a lower sheet resistance.

A major difficulty in the design of this circuit was implementing a feedback resistor which was

not sensitive to process variation. There were two main reasons for this problem:

• the requirement to keep parasitic capacitance low meant that the dimensions of the transistor

were small and therefore not well controlled.

• the operating point of the front-end inverter varied significantly with process  (± 250 mV

worst-zero to worst-one) and therefore using a fixed bias voltage such as the power supply

rail did not give good control of the resistance.

Using a fixed gate voltage of 5 V gives a feedback resistance which varies between 23 kΩ and

73 kΩ between fast and slow process corners.

Following the approach of others [197][223], this problem was addressed by using an external

bias voltage to control the gate resistance. In an experimental system of this kind, in which

there is some uncertainty about whether the system components will meet their specified

performance, a facility to influence the speed/sensitivity tradeoff during actual operation is

useful in its own right.

Using an operating point below mid-rail gives a wider range of adjustment of the gate-source

overdrive (VGS-VT) of the feedback transistor. This is quite important because the threshold

voltage of the feedback transistor is significantly increased by the body effect. The nominal

bias voltage of 4.0 V gives a gate-source overdrive  of 0.66 V. The nominal overdrive voltage

cannot be too small to allow for some variation in the operating point of the front-end across

the chip due to voltage drops in the power supply. Providing sufficient supply head-room for

adjustment of the feedback resistor on the slow process corner was one of the main reasons for

the choice of a 5 V supply.

Whilst the approach of using of an external bias signal does provide a means of compensating

against process variation, it is not without disadvantages. The main problem is that the signal

has to be distributed globally across the chip; it is therefore susceptible to pickup of noise from

the digital parts of the circuit, particularly since the node is high impedance. Fortunately, the

circuit is not particularly sensitive to small amounts of noise on this node, and careful routing

of the bias signal should in theory allow this problem to be addressed. However, requiring that

an analogue signal be routed close to digital logic throughout the majority of a chip makes the

task of designing and verifying a circuit significantly harder, especially when, as in this project,
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different people are working on the analogue and digital sections of the design. It remains to be

seen the extent to which noise coupling onto this signal proves to be a problem experimentally.

An arguably better approach is to set the bias voltage on the gate of the feedback transistor in a

way which compensates for process variation [198]. A technique for doing this was

implemented in the clock receiver described in Chapter 7. However, in the context of this

receiver circuit, the overhead associated with this approach was deemed to be unacceptable.

A simpler approach might be to utilise the high-resistance polysilicon resistors available as an

option in many digital processes. Typically, these offer a sheet resistance of about

1 kΩ / square and an absolute tolerance of about ± 25% for a narrow resistor. These would be

particularly suited to high speed designs with a relatively low feedback resistance.

5.3.6 Disable mechanism

A requirement of the design was a facility to power down the amplifier. During the header

phase of the packet, the outputs of all of the receivers are processed in order to perform address

recognition and arbitration. However, during the data phase, only the outputs from receivers on

input channels that have been routed to one of the outputs of the switch are actually used; it is

possible to power down the other receivers in order to reduce the power consumption of the

system.

The disable circuitry (Figure 5-1) was designed to have minimal impact on the performance of

the circuit in normal operation. All the additional transistors connect to non-critical nodes in

the circuit. In normal operation, Mn6 and Mn7 are off and Mp7 operates as a pass transistor.

When disable is asserted, transistor Mn6 shunts the photocurrent to the analogue ground,

pulling the input node low. The bias voltage is disconnected from the gate of the feedback

transistor by opening Mp7; Mn7 pulls the gate of the feedback transistor low to prevent current

flow through the feedback transistor from y to optin. An additional transistor (Mp6) is required

to turn off the bias current in the gain broadening transistors.

Lucent have previously used power down techniques to reduce static power consumption in an

experimental smart-pixel crossbar system [224] using a slightly different circuit approach

where a NAND gate is used in place of an inverter as the gain element in the front-end. The

technique used here has less impact on the operation of the front-end.

The circuit takes about 25 ns to stabilise after being enabled (see Appendix A).

5.3.7  Circuit layout

The circuit was laid out to fit within a 38 µm high standard cell row (Figure 5-3) to make it

compatible with standard-cell place-and-route. 8 µm of this height had to be reserved for the
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horizontal digital power supply rails. To fit the circuit within this height required aggressive

packing of the transistors.

Care was taken to use a symmetrical layout for the transistors for which matching was critical

(Mn1/Mn2,Mp1/Mp2). These transistors were surrounded by guard rings. However, common

centroid layout was not used in the final layout; as explained in Chapter 4, this only helps to

reduce mismatch caused by process gradients which are extremely small over the area of the

receiver circuit. Each transistor was constructed from a pair of unit transistors with a common-

drain contact to minimise drain junction capacitance.

Noise on the feedback-resistor bias signal was controlled by minimising the on-chip resistance.

A separate bias pin was used for each quadrant of the chip; a 3 µm wide vertical metal 2 track

at both sides of each super-pixel column was used for global distribution.

The signal was routed far away from any 5 V digital logic signals and a limited signal shield

[225] was provided within a super-pixel using the digital power and ground supplies2.

                                                     
2 Voltage noise on these lines should be in antiphase; capacitive coupling should cancel to first

order.
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Figure 5-3: Layout of data receiver circuit. Digital power supply rails run left to right in metal 1; analogue power supplies run vertically. The flip-chip

pad is located to the right of the analogue power supply rails. The circles on the flip-chip pad represent the overglass cut and wettable metal deposition.

The large transistors underneath the wide analogue power supply rails are used as decoupling capacitors.
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5.4 Experimental performance

5.4.1 Test structures

A version of the receiver design described in the previous section has been fabricated by an

external foundry and tested experimentally. This circuit was intended to permit electrical

testing of the receiver circuit in advance of the availability of photodiodes suitable for flip-chip

integration. No optical tests have been performed to date.

Meaningful electrical high-speed characterisation of smart-pixel receiver circuits is difficult

because the circuits are designed to operate with very low input capacitance photodiodes. To

obtain accurate results, the parasitic capacitance of the input test fixture must be small and

reasonable well controlled.

Standard 50 Ω high-speed probes are unsuitable because the source impedance must be much

higher than the input impedance of the receiver. Current probes, consisting of a 50 Ω

transmission line with a high-value resistor in series with the probe tip, could be used.

However, the maximum frequency of operation is limited by the relatively high resistor value

required to provide a good current source to a smart-pixel receiver, which typically has a higher

input impedance than a conventional receiver because of the low photodiode capacitance, and

the self-capacitance of the series resistor (typically 10-50 fF).

The approach used, which was only partially successful, was to include a test structure that

mimicked  the electrical characteristics of a photodiode at the input of the photoreceiver. The

test structure consisted of a metal2-metal1-poly sandwich capacitor with a nominal capacitance

of 50 fF (matching the capacitance of the originally specified photodiode diameter of 25 µm)

and a simple voltage-controlled current-source with a high input-impedance to allow the circuit

to be driven from a 50 Ω line. The current-source was implemented with a PMOS transistor.

The input voltage was also connected to a nominally identical transistor which was used to

calibrate the output current as a function of input voltage.

These test structures can be seen bottom-left in the photomicrograph of the receiver circuit

shown in Figure 5-4: the sandwich capacitor is to the left of the voltage controlled current

source. A schematic is shown in Figure 5-5.
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Figure 5-4: Photomicrograph of test chip implementation of data receiver
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Mp1Mpsetcurrent
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5u / 20u

Figure 5-5: Schematic of data receiver test structure

Unfortunately, experimental tests revealed a design flaw in this test structure that limited high-

speed operation: the transconductance of the PMOS transistor rolls off at frequencies close to

its transit frequency. Simulations had failed to predict this behaviour because quasi-static

transistor models, which assume that the drain current responds instantaneously to changes in

the terminal voltages, had been used [226][227]. The room-temperature cut-off frequency

calculated from the basic process parameters using a second-order non-quasi-static long-

channel transistor model [228] is about 40 MHz.

The output of the receiver circuit is buffered by a single digital inverter connected to a library

pad cell that drives a discrete 1 kΩ  resistor in series with a terminated 50 Ω transmission line

to form a low-parasitic passive probe [229].

There were some minor differences between the test chip implementation of the receiver and

the final design: the test chip used a slightly smaller feedback resistor (W/L=1.0 µm / 4.0 µm)

and a decision stage with a slightly lower operating point (Mn4 had a width of 1.8 µm). The
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changes were made to account for the revised optical power budget as discussed in Section 5.2.

The test chip design also used a common power supply for all three analogue stages.

The test circuit was packaged in a 48-pin dual-in-line (DIL) package.

5.4.2 Results

DC transfer characteristics

The experimental DC transfer characteristic of the circuit (Figure 5-6) agreed reasonably well

with the simulation results presented in Appendix A. The DC sensitivity at the nominal

feedback-resistor bias voltage of 4 V was about 2 µA.
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Figure 5-6: Experimental DC transfer characteristic of data receiver circuit as a function

of feedback resistor bias voltage

Dynamic performance

Only limited tests of the dynamic performance of the receiver were possible because of the

limited bandwidth of the test structure. Nevertheless, the results give a lower bound on the

performance that can be expected from the design.

Figure 5-7 and Figure 5-8 show eye diagrams obtained by applying pseudo-random bit

sequences to the circuit. Clean eye diagrams were produced at 50 Mbit/s at the target sensitivity

of 5 µA. Operation up to a speed of 100 Mbit/s was possible at this sensitivity but with

significant eye-closure due to pattern-dependent-jitter. The maximum speed is consistent with

the calculated cut-off frequency of the test structure.



5.0 µA peak 100 Mbit/s optimised bias voltage (bias=4.11V)

10.4 µA peak 100 Mbit/s optimised bias voltage (bias=4.70V)

10.4 µA peak 125 Mbit/s optimised bias voltage (bias=4.70V)

12.8 µA peak 150 Mbit/s optimised bias voltage (bias=4.88V)

Figure 5-7: Eye diagrams for the data receiver. A rising edge in the output waveform corresponds to a rising edge in the test-transistor gate voltage.



50Mbit/s 4.24 µA peak current (threshold)

50Mbit/s 6.2 µA peak current (optimum)

50 Mbit/s12 µA peak current (overload)

50 Mbit/s 16 µA peak current (overload)

Figure 5-8: Effect of overload on the data receiver eye diagram. Notice the downward shift in the crossover point of the eye as the power level is increased.
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Slightly faster operation was obtained by operating the circuit with a higher input current and a

lower feedback resistance. This can also be explained in terms of the behaviour of the test

structure: to produce the higher input current, it is necessary to increase the gate-source drive

voltage on the input transistor, and the transit frequency of the input transistor increases in

proportion to this voltage. The feedback resistor must be adjusted to maintain an optimum

decision threshold at the higher input current. The results do not in themselves provide

conclusive evidence that this is a correct explanation; indeed, the faster operation could also be

attributed to the increase in front-end bandwidth with the smaller feedback resistance.

However, results in Chapter 7 from another circuit employing the same test structure support

the first explanation.

Inadequate buffering of the receiver output in the test circuit may also have contributed to the

slow performance. The parasitic routing capacitance between the buffer and the external output

cell was not allowed for in the test-chip design; the calculated edge time at the input to the

library pad driver is about 4 ns which is enough to produce some pattern-dependent-jitter

above 150 Mbit/s.

Dynamic range

The circuit had limited dynamic range. Experimental eye diagrams (Figure 5-8), taken at a

fixed data rate of 50 Mbit/s and a fixed feedback bias of 4.25 V, illustrate the problem. There is

only a small amount of pattern-dependent-jitter in the eye diagrams, indicating that the test

structure is adequate for this bit-rate. As the input current is increased above threshold

(4.24 µA), the eye opening increases at first; the maximum eye opening is obtained when the

eye is centred, indicating that the decision threshold is equal to half the peak input current. As

the input current is increased further, the eye opening reduces; the dynamic range, defined in

terms of the input current required to reduce the eye opening at the 20% and 80% levels to less

than half the bit-period, was 3.7 (5.7 dB).

Although dynamic range is not a critical requirement for smart-pixel systems and the measured

dynamic range is adequate for this application, it is questionable whether this figure is good

enough to ensure robust, long-term operation in a real-world system. The root cause of the poor

dynamic range – the fixed decision threshold of the receiver – is, however, a fundamental

characteristic of a single-beam receiver with a response down to DC. This is a significant

argument against employing a single-beam data link in a smart-pixel system. Several

alternative solutions to improve the dynamic range do exist: a diode-connected transistor in

parallel with the front-end feedback transistor can be used as a clamp to limit the voltage swing

at the output of the front-end to the (body-effected) threshold voltage of the clamp transistor

[231]; the overall bandwidth of the receiver can be increased to reduce pulse-width-distortion at
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high power levels at the cost of reduced sensitivity; attenuating the DC component of the signal

or, equivalently, adaptively setting the decision level based on the mean operating current [230]

would also help but would add significant complexity to the design.

5.5 Conclusion

This chapter has presented a detailed case-study of a practical receiver design of the type

analysed in the previous chapter. Several issues in this circuit made it difficult to achieve in

practice the performance figures predicted by the theory of the previous chapter. These include

the large process variation in the front-end feedback resistance and the difficulty of obtaining

good matching in a very low-power design with minimum-length transistors.

The experimental results from a prototype circuit with an electrical input confirm that the

receiver design meets the DC requirements of the target application. The experimental DC

sensitivity is about 2 µA peak input photocurrent. A limitation of the test circuitry made it

impossible to verify high-speed performance in full. Nonetheless, results confirm that operation

to at least 100 Mbit/s with an input current of 5 µA is possible. Simulations of the slightly

modified final design suggest that operation to somewhere between 150 Mbit/s and 200 Mbit/s

at the target sensitivity of 3.5 µA can be expected.

The failure to meet the initial design target can be attributed to the constraint on power-supply

current imposed by the two-level metal process and the high sensitivity required by the high

fan-out system architecture. In terms of the analysis of the previous chapter, the supply current

limited the value of B0 that could be achieved using a 5 V supply to about 600 Mbit/s under

typical process conditions and thus it was not possible to achieve a switching energy close to

the low-frequency limit at a bit-rate of 250 Mbit/s. At this bit-rate, the receiver operates close

to the steep part of the graph in Figure 4-6 of switching energy against B. A 3.3 V supply

would have given a higher value of B0 for the same supply current and might have given better

overall performance. An interesting conclusion of this work is that the limit on receiver

performance in arrays of this size (in terms of number of channels) is strongly determined by

the root cause of the limit on the power supply current – the properties of the power distribution

layer. This should be borne in mind in the selection of the silicon process in future projects.

In this system, the choice of an asynchronous receiver did not allow the data channel to operate

at a higher speed than the digital logic because of these additional constraints on the receiver

design. For this particular application, a synchronous receiver may have provided better overall

performance. Asynchronous receivers are expected to be more competitive in architectures that

use low fan-out or point-to-point links and have more relaxed sensitivity requirements.
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Nevertheless, the switching energy3  of the receiver is comparable with other similar circuits.

The simulated value with a 0.5 A/W photodiode is 47 fJ at 150 Mbit/s with a power

consumption of 2.8 mW compared to the experimental switching energy of 41 fJ at

550 Mbit/s with a power consumption of 5 mW of the single-beam smart-pixel receiver

described in reference [231].

A version of the design with optical inputs has been included in the SPOEC switching chip.

Although the analysis of chapter 8 suggests that electrical crosstalk is likely to limit the

performance of this circuit, the results in this chapter have demonstrated that the sensitivity of

the circuit is sufficient to allow an experimental investigation of simultaneous operation of a

large array of smart-pixel receivers.

                                                     
3 Defined for a single-beam receiver as the peak optical input energy per bit.
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Chapter 6

Scaling of receiver performance

in advanced CMOS technology

6.1 Introduction

There will not be a commercial requirement for optoelectronic interfaces of the kind considered

in this thesis for a number of years, by which time silicon technology can be expected to have

advanced significantly beyond the 0.6 µm technology used as the basis for this study. Indeed,

even today, state-of-the-art commercial silicon processes have reached 0.18 µm [232] with

production 0.10 µm technology scheduled for 2001 [233]. It is the performance of receiver

circuits in these more advanced technologies that will determine the commercial feasibility of

smart-pixel circuits; it is valuable to make projections about this performance, both as a guide

to research in other areas which are impacted by aspects of receiver performance (for example,

by giving guidelines on the amount of optical power required from optoelectronic devices to

implement a data link) and as a means of identifying aspects of receiver design requiring

further research attention.

There have been several attempts to look at the scaling of receiver performance. Williams [198]

considered the scaling of noise limited stand-alone receivers and showed that, under an implicit

assumption that the post-amplifiers limited the noise bandwidth, the noise limited sensitivity

improves as the square root of the reduction in channel length. Krishnamoorthy and Miller

[167] have looked at scaling of smart-pixel receiver circuits due to gain and noise limits based

on empirical data on transistor performance and predict improvements in speed, switching

energy and power consumption but make assumptions about aggressive scaling of photodiode

diameters to 5-7 µm which may be incompatible with cost-effective packaging. Van Blerkom

[168] has also looked at receiver performance in 0.8 µm, 0.6 µm and 0.1 µm technologies but

does not draw general conclusions on scaling trends.

The emphasis of this study is on predicting general trends in various performance figures with a

view to identifying how the structure of receivers might evolve, rather than on making precise

quantitative predictions of performance. A key feature is the inclusion of matching in the

analysis.

The study is approached in two steps: first, it predicts the way in which the basic transistor

characteristics will scale using a combination of theoretical analysis based on MOSFET scaling

theory [234] and empirical data. Then, it considers how the performance characteristics of a

receiver circuit implemented in an existing technology will change when all transistor
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dimensions and operating voltages are changed according to these scaling rules based on the

expressions describing the receiver performance derived in Chapter 4.

6.2 Scaling of basic transistor characteristics

6.2.1 Ideal scaling

Classical constant-field MOSFET scaling theory [234] predicts that if all the linear dimensions

and supply voltages of a transistor are scaled down by a factor α, where α > 1, and all doping

densities are increased by a factor α, then the electric fields within the device are unchanged

and so the basic form of the transistor characteristic is unaltered.

The predictions for the constant-field scaling of basic transistor parameters based on a first

order transistor model are shown in Table 6-1.

This chapter uses the example 0.6 µm technology from Chapter 4 as a reference (α = 1).

                                                     
1 VT does not scale exactly as 1 / α under strict constant-field scaling when the bulk-source

voltage is zero but can be made to do so by a threshold adjust implant; this is taken as part of

the definition of ideal scaling.
2 By definition, VDD and VT scale as 1 / α; in an inverter biased at mid-rail, VGS - VT also scales

as 1 / α.

Parameters changing by
definition

description scaling

W transistor width 1/α

L channel length 1/α

TOX oxide thickness 1/α

VDD supply voltage 1/α

VT threshold voltage1 1/α

Parameters changing as a
result

VGS - VT gate-source drive2 1/α

gm transconductance  1

CGS gate-source capacitance 1/α

fT transit frequency α

I supply current 1/α

P power consumption 1/α2

I / gm I per unit gm figure of merit 1/α

Table 6-1: Predictions of first-order scaling theory for transistor parameters
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In sub-micron processes, transistors are not accurately modelled by a first order model. The

validity of the scaling model can be extended by considering velocity saturation effects. The

current in strong-inversion is described by
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where velocity saturation effects are described by a parameter θ given by

EFFSAT

EFF

Lnυ
µ

θ
2

= (6.2)

and where υSAT is the carrier saturation velocity (1 × 105 ms-1 for electrons and holes), µEFF is the

effective carrier mobility, WEFF and LEFF are the effective channel width and length respectively,

and n is the bulk charge effect factor which is typically close to 1 [212][235]. The effects of

finite source resistance, which is also important in sub-micron transistors, can also be

incorporated in the expression for θ but is not considered here.

Simple algebraic manipulation of expressions for gm, I and I / gm derived from (6.1) and (6.2)

shows that, although velocity saturation causes these parameters to be less than they would be

in the low-field case, exactly the same scaling factors apply provided the mobility does not

change with technology.

6.2.2 Non-ideal scaling

In early CMOS generations, constant-voltage rather than constant-field scaling was applied

[236]. However, SIA projections for technology scaling [237] appear to follow constant-field

scaling closely in terms of oxide thickness and power supply voltage. Nevertheless, there are

reasons why a deviation from the ideal scaling can be expected as the fundamental physical

limits of transistor performance are approached. This section considers the influence of two

such effects: the non-scaling of the thermal voltage kT / q and the mobility degradation due to

the electric field perpendicular to the channel [245].

The influence of these two effects is quantified by calculating I, gm and I / gm for different

technologies using the basic process parameters of oxide thickness, threshold voltage, power

supply voltage and effective channel length together with the current model of (6.1) and (6.2).
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Calculations were performed using data for a number of actual processes [238][239][240][241]

[242] and using figures from the SIA roadmap3 [237].

The scaling analysis is applied to the transistors in inverter-based gain stages of the simple

receivers of the type discussed in Chapter 4. Specifically, it is applied to complementary gain

stages, biased at mid-rail, in which the scaling of VGS-VT is determined by the scaling of the

power supply voltage. The advantages of the self-biased complementary-inverter gain stage in

smart-pixel receivers has already been highlighted in Chapter 5. Nevertheless, the analysis is

equally applicable to an amplifier using a single type of transistor as the transconductance

element in which VGS-VT is made to follow the same scaling as in the inverter by appropriate

choice of bias current.

Non-scaling of kT / q

The fact that the thermal voltage kT / q is independent of technology limits the extent to which

both the threshold voltage VT and the gate-source drive voltage VGS-VT can be made to scale.

The origin of these limitations is the subthreshold current of the transistor which, below or

close to threshold, depends exponentially on the ratio of VGS-VT to the thermal voltage [243].

A gate-source drive voltage of at least 200 mV is required for the strong-inversion current,

modelled by equation (6.1), to dominate over the subthreshold current [244]. Operation in

moderate-inversion, in which both modes of conduction are important, could be considered4;

however, this analysis assumes that strong-inversion operation is required and thus VGS-VT

cannot be scaled below 200 mV. Table 6-2 indicates how ideal scaling is modified by the

constraint that VGS-VT is held constant in both the low-lateral-field (no velocity saturation,

θ (VGS-VT) << 1) and high-lateral-field (velocity saturated, θ (VGS-VT) >> 1) limits. Transistors

in sub-micron processes are more closely approximated by the high-lateral-field limit. Scaling

                                                     
3 The effective channel length was assumed to be equal to the “isolated line (MPU gate)

dimension” from the Roadmap Overall Technology Characteristic Table (Table 1) which is

typically 20-30% smaller than the “technology generation” (for example gates are 0.2 µm in the

0.25 µm technology generation). The power supply voltage used was the upper limit of the

range for analogue supply voltage (Table 15).
4 Operation in moderate inversion at lower drive voltages is possible provided a constant

current bias is used to achieve temperature insensitive operation (this would preclude the use of

a complementary inverter). The consequence would be that the current model used here would

no longer apply and, under scaling for constant transconductance, this would allow further

improvement in I (but at a slightly slower rate) but a less rapid improvement or even a

reduction in the transit frequency.
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at constant VGS-VT will tend to shift the behaviour even closer towards this limit. From the

table, the main consequences of the lower limit on VGS-VT for ideal scaling are an end to the

improvement or even a slight degradation of I and I / gm but a small additional improvement in

gm and fT.

Table 6-2: Modifications to ideal-scaling by holding VGS-VT constant

A threshold voltage of at least 0.4 V is required to keep the power-consumption due to

subthreshold leakage in low-activity digital transistors at an acceptable level. For this reason,

the threshold voltage is expected to remain at this value for technologies below 0.25 µm [245].

Subthreshold power-consumption is less critical in high activity digital transistors and analogue

transistors designed to operate in saturation; some processes now offer special low-VT

transistors for these applications.

The consequence of the fixed threshold voltage is that the value of VGS-VT in a complementary

gain stage is slightly lower than that predicted by ideal scaling. gm and I are thus slightly lower

than ideal scaling would predict and the gm / I figure of merit is slightly better. However, the

generation at which the strong-inversion limit is reached occurs sooner. The fixed threshold

voltage obviously has no impact on NMOS-only gain stages because VGS-VT can be chosen

arbitrarily by appropriate biasing.

These two problems together mean that the complementary inverter topology becomes

impractical for power supply voltages below about 1.2 V. This is the target analogue supply

voltage for the 0.1 µm generation (0.07 µm gate). Beyond this generation, it is assumed here

that, in order to maintain the drive voltage at 200 mV, either low-VT transistors are employed,

or the power supply voltage is not reduced below 1.2 V. Neither of these assumptions at all

modifies the scaling of the transistor parameters but the higher power supply voltage would

lead to a proportionately higher power consumption. Neither assumption is necessary for a gain

stage based on a single transistor type in which the drive voltage is scaled in the same way.

parameter ideal scaling constant VGS-VT

high-field low-field

VGS-VT 1/α 1 1

gm 1 1 α

I 1/α 1 α

P 1/α 1 α

fT α α α2

I / gm 1/α VGS-VT (VGS-VT) / 2
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Mobility degradation

The effective carrier mobility µEFF is expected to degrade as technology is scaled due to an

increase in the electric field perpendicular to the channel. The current equation (6.1) indicates

that both gm and I decrease in proportion to µEFF when velocity saturation is not present.

However, in the high lateral-field (velocity saturated) limit where θ (VGS-VT) >> 1, the current

equation reduces to:

)( TGSOXSATEFFDS VVCWI −= υ (6.3)

and thus the current and transconductance are independent of the mobility. The actual influence

of mobility degradation will be somewhere between these two extremes. This is quantified

using an established model for mobility degradation (Appendix 6.5).

As a result of additional mobility degradation, the calculations indicate that the

transconductance of the scaled transistor in 0.1 µm technology is a fraction 0.6 below the value

predicted when mobility degradation is neglected. The gm / I figure of merit is almost

unaffected. The practical consequence of this is that, when scaling at constant

transconductance, the transistor has to be made slightly wider than would otherwise be required

leading to a less than ideal improvement in capacitance. The degradation is less if a smaller

threshold voltage is assumed and so the estimate is conservative.

Results and discussion

The scaling of these parameters is plotted in Figure 6-1 for NMOS transistors. PMOS

transistors show essentially the same trends.

Although the two non-ideal effects have a clearly noticeable influence on transistor

performance, the influence is sufficiently small that, at least until the 0.1 µm (0.07 µm gate)

technology generation, they can be considered as corrections to ideal scaling rather than factors

that completely invalidate it. Indeed, the deviation from ideal scaling is not that much larger

than the scatter about the ideal for actual processes.

The transconductance of the scaled transistor is slightly reduced, reaching about 50% of the

value of the reference 0.6 µm transistor by the 0.05 µm (0.035 µm gate) generation. Mobility

degradation is the more important effect; the additional mobility degradation introduced

between the 0.6 µm generation and the 0.05 µm generation accounts for about 75% of the total

reduction. The practical consequence of the lower transconductance of the directly scaled

transistor is that, in order to maintain the same transconductance, the transistor has to be sized

somewhat wider than in the ideal case and hence the gate capacitance is about twice as large.
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Figure 6-1: Non-ideal effects on scaling of I, gm and I / gm. Ideal scaling relative to a

reference 0.6 µm technology is shown with a dashed line. Points marked with a diamond

are calculated using parameters from the 1997 SIA roadmap. Other points are calculated

using parameters from actual processes. Note that all three graphs contain the same

number of decades on the vertical scale; the vertical distance from the ideal scaling line is

a measure of the factor by which the non-ideal scaling differs from the ideal scaling.

Values of I and gm are for a transistor with WEFF = LEFF. Note that LEFF = 0.7-0.8 × SIA

technology generation.
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As discussed above, the I / gm figure of merit improves slightly faster than in the ideal case

beyond the first technology generation at which the threshold voltage is held constant but then

levels off once the strong-inversion limit is reached so that, by the 0.05 µm generation, the

figure becomes about twice as bad as that predicted by ideal scaling. The calculations indicate

that mobility degradation by itself has very little effect on this figure-of-merit.

6.2.3 Scaling of offset voltage

This section predicts the future trend in the offset-voltage of the inverter gain stage.

Scaling of threshold voltage mismatch

Historically, AVT has shown a clear linear relationship with technology (Figure 4-18).

Extrapolation of this trend predicts that, due to the finite intercept of the graph, the standard

deviation in the threshold voltage of a scaled transistor is somewhat larger.

Predictions of the scaling of the mismatch have been made by Mizuno [207] based on a

theoretical model of the mismatch. The threshold voltage of a MOS transistor, neglecting the

influence of fixed oxide charge, is given by:

OX

B
BT C

Q
V ++= ψφ 2 (6.4)

where φ is the gate work function, 2 ψB is the surface potential at the onset of strong inversion

and QB is the bulk depletion charge. The work function and the inversion terms are only

logarithmically dependent on the doping density; for processes which use a n-type polysilicon

gate for NMOS transistors and a p-type polysilicon gate for PMOS transistors (for example, the

process described in reference [238]) the terms approximately cancel [234]. Their influence is

neglected in the analysis which follows. QB is a Poisson random variable with standard

deviation proportional to QB
1/2 (assuming that all the charges contributing towards QB have the

same sign).

In the case of a uniformly doped channel,

BASiB NqQ ψε 22= (6.5)

and the standard deviation in the threshold voltage is then [207]:

4/1
A

OXIDE
VT N

WL

t
∝σ (6.6)

Under constant field scaling, this expression increases as α1/4.
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However, as pointed out by Mizuno, this model is overly simplistic because practical MOSFET

transistors do not use a uniform channel and because the model ignores the requirement for

threshold voltage adjustment; an implant is used to increase the doping concentration at the

surface.

From equation (6.4), it can be seen that, in the constant VT scenario considered here, the total

bulk charge must increase in proportion to α. In this scenario, σVT would increase as α1/2 in

technologies beyond the first to employ VT = 0.4 V. The predicted value for the threshold

voltage mismatch of a transistor with width ten times the minimum length based on this model

are shown in Table 6-3 based on the equation
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which can be derived from (6.4).

technology oxide thickness VT AVT / mVµm σ (∆VT) / mV

0.7 µm 17 nm 0.743 V 10.8 4.9

0.6 µm 12.5 nm 0.8 V 9.6 5.1

0.25 µm 4.5 nm 0.4 V 4.1 5.2

0.1 µm 1.75 nm 0.4 V 2.5 8.1

0.05 µm 1 nm 0.4 V 1.9 12.2

Table 6-3: Estimated scaling of threshold mismatch standard deviation for a medium

sized analogue transistor with W=10 L ignoring work function and inversion terms and

assuming VT control is achieved using implantation

Some limited experimental support for the validity of this model is provided by agreement

between the prediction for the Alcatel 0.7 µm technology and the experimental value of

11 mV µm. Based on this model, the contribution of the threshold voltage mismatch to the

offset voltage is predicted to get worse by a factor of between 2 and 3 between 0.6 µm and

0.05 µm.

An α1/2 trend has also been proposed in [246] based on three-dimensional simulation of

transistors.

Note that the mismatch problem is considered to be sufficiently serious to impact on digital

circuits and it is therefore possible that technological solutions to the problem may be

developed. Possibilities that have been proposed include the use of a retrograde channel [245],

which in principle can be used to eliminate threshold voltage mismatch completely, and the

accomplishment of threshold voltage adjustment by control of the gate work function [240]

instead of an increase in doping concentration. Indeed, other factors make it likely that a
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retrograde channel structure will be used below 0.2 µm [245] which would make this analysis

of VT mismatch overly simplistic. Indeed, the SIA roadmap specifies a target “VT 3σ variation

(± mV) (For minimum L device)” reducing from 60 mV in 0.25 µm technology to 40 mV in

0.05 µm technology, although below 0.1 µm no currently known technique is capable of

meeting the target. If it is reasonably assumed that the width of the transistor to which this

entry refers also scales with technology, then, assuming the SIA targets can be met, there would

be a small reduction in the offset voltage of a scaled analogue circuit.

Consequently, the discussion in this section should only be interpreted as providing a

qualitative indication that the threshold voltage mismatch will not improve dramatically and

may get slightly worse.

It can be seen from the expression for the offset voltage (4.29) in terms of σ(∆VT) that, since

the ratio of gmn and gmp can be expected to stay constant, the contribution of the threshold

voltage mismatch term to the photoreceiver offset voltage scales in the same was as σ(∆VT).

Scaling of current factor mismatch

Simple algebraic manipulation of (4.29) shows that the contribution to the offset voltage of the

current mismatch term is proportional to
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The historical trend is that Aβ has remained relatively unchanged with technology. Assuming

that this trend continues, the contribution to the offset is unchanged under ideal scaling. The

current mismatch term is less important than the VT mismatch for the designs examined in the

0.7 µm technology in Chapter 4; given that there are indications that the VT mismatch may get

worse, it is reasonable to conclude that the scaling of the offset voltage will be determined

primarily by the scaling of the VT mismatch.

6.2.4 Scaling of capacitance

Although the intrinsic gate-source capacitance follows ideal scaling almost by definition, a

number of other capacitances are large enough to influence the performance of smart-pixel

receiver circuits; this section verifies that none of these capacitances scales any worse than

1 / α.

Gate-drain overlap capacitance

Empirical data [247] has shown that the gate-drain overlap capacitance per unit width has

remained more or less constant down to 0.25µm and thus the gate-drain overlap capacitance
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scales as 1 / α. This trend can be explained based on an analytical model of overlap capacitance

presented in [248]. The overlap capacitance per unit width will remain constant in spite of the

decrease in oxide thickness provided the lateral diffusion of the drain under the gate (as shown

in Figure 4-20) also scales as 1 / α.

Interconnect and parasitic capacitance

The historical trend has been for the interconnect capacitance per unit length to remain constant

[245] which is consistent with equal scaling of the line-width and the inter-layer dielectric

thickness [249][250]. Scaling of interconnect width is expected to continue; the SIA roadmap

defines the target minimum metal dimension to be equal to the technology generation. The

length of the routing required can be expected to reduce as technology shrinks, driven by the

requirement to increase logic density. If a linear trend in the length of the interconnect is

assumed, the parasitic interconnect capacitance scales in line with the gate capacitance and so

its relative importance remains the same. Improvements in interconnect technology, such as

low-permittivity dielectrics, introduced to alleviate RC delays in long-distance on-chip

interconnects, can be expected to result in an additional reduction in interconnect capacitance.

The drain junction capacitance also makes a significant contribution to the parasitic

capacitance. The width of the junction scales as 1 / α by definition; the lateral extent must also

scale down to keep the series resistance of the source junction low. Under constant field

scaling, the junction capacitance per unit area and the sidewall capacitance per unit length can

be expected to increase somewhere between 1 / α1/2 and 1 / α based on the standard equation for

the capacitance of a pn junction [251]. On this basis, a scaling in the junction capacitance

between 1 / α and 1 / α3/2 is predicted. This trend is approximately supported by empirical data

until the 0.25 µm technology generation where there is evidence of a dramatic drop in the area

and sidewall capacitance suggesting a qualitative change in process technology [247]. Other

innovations such as the introduction of silicon-on-insulator technology to high volume

manufacturing, recently announced by IBM [252], may significantly reduce this component.

Although the exact scaling is unclear because of uncertainty about the length of the drain

region, this evidence generally indicates that the drain junction capacitance will not increase in

relative importance to the gate capacitance and may even decrease slightly.

The overall scaling of load capacitance in the transimpedance circuit is thus not significantly

modified by inclusion of parasitics.

6.2.5 Scaling of inverter gain

The dependence of VT on drain bias, or drain-induced barrier-lowering, becomes more

pronounced in short-channel transistors and is expected to lead to a reduction in the inverter
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gain A. This effect must be suppressed, even in digital circuits, in order to obtain a well defined

threshold voltage. An estimate of the gain can be obtained from the digital power supply

voltage and a typical specification for the VT shift due to short-channel effects in a modern

CMOS process. In Intel’s 0.25 µm 1.8 V technology, the specification is 0.12 V shift in VT over

the entire output voltage swing [253]. Assuming that the output conductance is dominated by

drain-induced barrier-lowering, this indicates an average gain of about 15. If the specification

remains the same then, in processes designed for a lower supply voltage, the gain will be

reduced, maybe by a factor of two by the 0.05 µm generation. However, it is difficult to make

accurate predictions without a detailed understanding of the device physics and two scenarios

are considered in which A remains unchanged and in which A falls by a factor of 2.

6.3 Impact on receiver performance

6.3.1 General approach

Having established how the basic transistor characteristics can be expected to scale, the

implications of this scaling on receiver performance are now considered. The class of receiver

circuit investigated is the two-beam receiver discussed in Chapter 4.

The general approach is to start with a reference design in a current technology, for which the

transistor parameters are known, then to scale this design according to the rules in Section 6.2.

How this scaled design must be modified in order to achieve a chosen scaling of the bit-rate is

then considered. Two different bit-rate scaling scenarios are investigated: scaling the design at

constant bit-rate and scaling the design such that the bit-rate increases by α. The increase in

operating speed of digital electronics and the simplification of the optical packaging that arises

from using as few channels as possible to implement a given overall capacity would both

favour the scaled bit-rate scenario.

The analysis assumes the validity of a small-signal model for the front-end and post-amplifier.

A fixed photodiode capacitance is assumed. It is primarily determined by the detector diameter

which is currently limited by the capabilities of optomechanical packaging technology and not

by device fabrication limits. Any improvement in photodiode capacitance that did occur would

give rise to a further reduction in switching energy and front-end power consumption as

discussed in Chapter 4.

As a reference circuit, a 500 Mbit/s receiver in 0.6 µm technology is used. The data rate was

chosen to be somewhat faster than typical chip-level clock rates in this technology generation,

again in the expectation that relatively high data rates will be favoured to minimise the

complexity of the optics for a given overall capacity. Implicit in this is the assumption that
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some form of demultiplexing or asynchronous routing is used. However, the data rate is

sufficiently low that a relatively simple front-end can perform well. In the scaled bit-rate

scenario, the chosen reference speed scales to 3 Gbit/s by the 0.10 µm technology generation;

this is in line with the SIA target of 2 Gbit/s for high-performance off-chip electrical

connections.

Estimated characteristics of the reference design are shown in Table 6-4. These were calculated

using the same techniques and parameters used in the investigation of smart-pixel receiver

design trade-offs in Section 4.3. A two-stage post-amplifier design was chosen because it

offered a higher gain for the selected bandwidth than a single-stage design of comparable

power consumption. The offset voltage was estimated using the value of AVT calculated in

Table 6-3 for a 0.6 µm technology and allowing 40% extra to account for short-channel effects

(consistent with the penalty in the Alcatel-Mietec 0.7 µm process). Current factor mismatch

was neglected. A damping factor of greater than 0.7 confirms that the design has an acceptable

step-response.

front-end width 6 µm
number of stages in post-amplifier 2
post-amplifier width (per stage) 3 µm
post-amplifier load width 0.8 µm
power consumption 7 mW
front-end bandwidth 400 MHz
post-amplifier bandwidth 400 MHz
estimated bit-rate 500 Mbit/s
post-amplifier small signal gain 7.9
VDECISION 800 mV
estimated VMIN based on gain limit 100 mV
offset voltage (± 4.7 σ) ± 31 mV
switching energy (adjusted for offset) 18 fJ peak energy per beam
photodiode capacitance 50 fF per diode
damping factor ζ 0.71

Table 6-4: Characteristics of a reference receiver design in 0.6 µm technology

6.3.2 Scaling of front-end dimensions

The maximum bit-rate for which the front-end can achieve a low switching energy is

determined by parameter B0, which was defined in Chapter 4 as:
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Since the fixed detector capacitance typically dominates the overall capacitance in this

expression, B0 is largely determined by the transconductance of the front-end. In the constant

bit-rate scenario, the front-end must be scaled for constant transconductance; to a first

approximation, this corresponds to the directly scaled design. In the scaled bit-rate scenario, B0
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must be increased by a factor of α; this can be accomplished by leaving the width of the front-

end transistors unchanged instead of scaling them by 1/α. In both cases, non-ideal scaling

effects require a proportionately wider transistor.

6.3.3 Trends in switching energy

The switching is determined by equation (4.7) which is repeated for ease of reference:
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This expression has a factor determined by the front-end and a factor determined by the post-

amplifier and decision stage.

Front-end

The factor determined by the front-end is the effective input capacitance CF + CIN / (A+1). In

the reference design, the feedback capacitance accounts for about 40% of the total effective

capacitance; faster designs in the same technology have a proportionately higher contribution

from CF.

The contribution from the larger term, CIN / (A+1), will not improve with technology in either

bit-rate scenario because the input capacitance will remain dominated by the detector.

Depending on the extent to which short-channel effects result in a reduction in gain, this term

could remain unchanged or get worse by a factor of two.

In the constant bit-rate scaling scenario, CF decreases due to the reduction in gate-source

overlap capacitance and the general reduction in parasitic capacitance in the scaled front-end;

the relative importance of the CF in the receiver performance will therefore decline. However,

even if CF was completely eliminated, there would only be a modest improvement in the

switching energy.

In the scaled bit-rate scenario, only the routing capacitance contribution to CF  will reduce. This

only accounts for about 15% of the total effective capacitance. The additional transistor width

required to compensate for non-ideal scaling effects will increase the contribution from the

gate-drain overlap capacitance; at worst, this produces a 40% increase in switching energy.

Decision stage and post-amplifier

The factor determined by the decision stage and post-amplifier is the minimum signal required

at the output of the front-end VMIN.
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In the absence of DC offsets, this is in turn determined by the gain of the post-amplifier and

VDECISION.

The directly scaled post-amplifier circuit has the same gain (set by a ratio of transistor widths

in a gain-broadened design) and a bandwidth that is a factor of α higher. Thus the directly

scaled design corresponds to the scaled bit-rate scenario. The reduction in fT arising from

mobility degradation requires that the gain be slightly reduced in order to maintain the same

improvement in bandwidth.

In the constant bit-rate scenario, the scaled post-amplifier has more than enough bandwidth to

pass the signal; to a limited extent, the additional bandwidth may be traded for increased gain.

This may be achieved by adjusting the size of the post-amplifier load transistor or even

removing the load transistors altogether5. Neither of these changes have a significant impact on

the scaling of the power consumption. The increase in gain is limited by the unloaded gain of

an inverter.

VDECISION can be expected to scale down due to the reduction in power supply. It was previously

defined as the voltage width of the transition region of the inverter transfer characteristic.

Using a first order transistor model, the extent of this region, as defined by the unity slope

points, predicts a value of VDD / 4 - VT / 2 for a symmetrical inverter [254]; similar

approximations have been used to predict the scaling by other authors [168]. The estimate of

VDECISION obtained using this simple formula with a 1.2 V supply and a 0.4 V threshold voltage

(corresponding to the 0.1 µm technology generation) gives a value of 100 mV for VDECISION.

However, the non-scaling of the offset voltage severely limits the extent to which this benefit

can be exploited. Although the value of VDECISION and the post-amplifier gain indicate that a

small signal of about 10 mV centred around the switching point of the post-amplifier could be

amplified to give a logic signal, it is evident that it is not possible to amplify signals that are

smaller than the offset voltage without also filtering the DC component of the signal.

The limit on switching energy is then largely determined by how the offset voltage scales. In

the constant bit-rate scenario, the offset voltage scales according to the discussion in Section

6.2.3. In the scaled bit-rate scenario, the proportionately wider front-end will tend to slightly

reduce the offset voltage; however, the dominant contribution will still come from the smaller

post-amplifier input transistor and at most this effect gives a 20% reduction in the offset

compared to the directly scaled design.

Unfortunately, the exact scaling of the offset voltage is one of the more uncertain quantities in

this analysis. If it is optimistically assumed that it remains unchanged at about ± 30 mV then

                                                     
5 It is interesting to note that Lucent 0.35 µm receivers do not use gain broadening
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there is a lower limit on VMIN of about 70-100 mV. At this level, there is little benefit in using a

post-amplifier at all; indeed, it would be difficult to keep the post-amplifier within its region of

linear operation with such a combination of low supply voltage, non-scaled threshold voltage

and high offset voltage. Eliminating the post-amplifier stage or significantly reducing its gain

would allow the front-end bandwidth to be reduced slightly; this might give a further small

improvement in switching energy. Taking VMIN as 85 mV, assuming a front-end bandwidth just

enough to pass the signal and assuming that the inverter gain does not get any worse gives a

switching energy of about 5 fJ peak optical energy per beam. Short-channel effects on the gain

might degrade this to 10 fJ. This is better than the 0.6 µm value of 18 fJ but still somewhat

short of the noise limit. If the DC offset could be removed, it would be possible to amplify

signals close to the thermal noise limit predicted by (4.16) using these simple post-amplifier

structures.

6.3.4 Trends in power consumption

One area in which a significant improvement can be anticipated is in power consumption. In

both scaling scenarios, the reduction in power supply voltage contributes to this. In the fixed

bit-rate case, there is also a reduction of 1/α in the supply current. In the scaled bit-rate case,

the front-end current remains unchanged, but the post-amplifier current reduces in line with

1/α; the overall power consumption then becomes dominated by the front-end.

A useful metric of the power consumption is the power consumption per terabit/s aggregate

data input capacity. In the constant bit-rate scenario, the bit-rate remains unchanged but the

supply current drops by α; in the scaled bit-rate scenario, the bit rate increases by the α but the

front-end supply current remains unchanged. Hence, to a first approximation this metric is

independent of which bit-rate scaling scenario applies. However, since the post-amplifier

power consumption in the reference design accounts for about half the total power

consumption, the metric may be as much as a factor of two better in the scaled bit-rate scenario.

For the reference design, the metric is 14 W/(Tbit/s). A 4.2× reduction comes directly from the

scaling of the supply voltage from 5 V to 1.2 V. Up to the 0.10 µm technology generation, there

is an improvement of 6× in the supply current or channel bit-rate due to ideal-scaling with a

further 1.6× benefit in supply current coming from the corrections to the first order scaling

model. This improves the metric to 0.3 W/(Tbit/s) which is very small compared with the

estimated power consumption of typical digital chips in this technology generation. However, a

further improvement in this metric beyond 0.10 µm will only be obtained if the power supply

voltage can be successfully reduced below 1.2 V because of the end to the improvement in

I / gm.
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Even if this estimate is optimistic, it would appear that the electrical power dissipation in large

receiver arrays in technology that is actually capable of exploiting the bandwidth is not a major

concern, in sharp contrast to the experimental test bed systems implemented in today’s silicon

technology.

This estimated value of this metric is more or less consistent with some of the designs

investigated by Van Blerkom [168] where for example, a 3 Gbit/s receiver in 0.1 µm

technology is estimated to have a power consumption of 600 µW giving a metric of 0.2 W /

(Tbit/s).

6.3.5 Changes to the scaled design to exploit the reduced power consumption

An important implication of the predicted dramatic fall in power consumption of a basic

receiver design in future technology is that there may be more scope for improving the

sensitivity or dynamic range by using more complex receiver circuits. In this section, several

such options are discussed.

Constant offset scaling

Because of the increasing importance of offset voltage, it is valuable to consider an alternative

scaling scenario in which the transistors are scaled for constant offset voltage. In the worst-case

offset voltage scenario, where the offset voltage scales as α1/2, this could be achieved by

holding the width of the post-amplifier input transistor constant and by adopting the scaled bit-

rate scenario for the front-end. The supply current per channel then remains more or less

unchanged; however, the power consumption per terabit/s metric still improves because of the

increase in channel rate. This is an additional reason to favour the scaled bit-rate scenario.

In the optimistic scenario for offset voltage scaling where it remains unchanged for the directly

scaled design, a constant width scaling would lead to an improvement in offset voltage of α1/2

and a commensurate improvement in switching energy.

Increase post-amplifier gain

In principle, extra power consumption allows the use of additional gain stages in the post-

amplifier to be considered. We have already seen that increasing the post-amplifier gain is not

useful unless a lower frequency cut-off is implemented to compensate for the offset voltage.

However, in Section 4.6.5 it was shown that the area requirement of the capacitor required to

implement a lower frequency cut-off becomes compatible with smart-pixel requirements in

future technologies.
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Amplification of high-frequency signals that are smaller than the offset voltage in low-voltage

circuits requires some care. If the filtering is simply implemented at the input to the next stage,

then the offset (which is larger than the signal of interest in this scenario) will also be amplified

by the post-amplifier and may shift the signal outside the common-mode input range of the

following stage. Filtering prior to the post-amplifier does not eliminate the offset-voltage of the

post-amplifier itself. The solution is to implement the low-frequency cut-off by using negative

feedback to subtract the low-frequency component of the post-amplifier output signal from the

current flowing into the post-amplifier load.

A possible implementation is shown in Figure 6-2. The output of the post-amplifier Mn2/Mp2

is filtered by the RC network and converted to a current signal using Mn3/Mp3. The current

signal is fed back into the post-amplifier transistors; this effectively shifts the operating point

of Mn2/Mp2 to compensate for the offset voltage between the first and second stages.

Another way to think about this circuit is that for high frequency signals, the post-amplifier

looks like an unloaded inverter with a fairly high gain, but for low frequency signals, the post-

amplifier looks like a gain-broadened amplifier with gain determined by the ratio of the

transconductance of Mn2/Mp2 to Mn3/Mp3 which can be designed to be say 1 so that the

offset is not amplified. This gain cannot be made very small because the output conductance of

Mn3/Mp3 will load down the gain for signals within the pass-band. If the low-frequency gain is

say 1, then the high-frequency gain will be half the gain of the unloaded inverter.

Note that because this design uses the capacitor in a feedback loop, the lower frequency cut-off

is higher than 1/RC by the factor by which the input-referred offset is attenuated, requiring a

proportionately larger capacitor to achieve a given cut-off frequency.

Mp1

Mn3

Mnf

Mp4

Mn2Mn1 Mn4

Mp3Mp2 R

C

Figure 6-2: A post-amplifier with a filter to attenuate the DC offset

In the scaled bit-rate scenario, the power-consumption is dominated by the front-end and so a

modest increase in the power consumption of the post-amplifier need not result in a large

increase in the overall power-consumption of the receiver.
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Methods for increasing the gain of the post-amplifier at some cost in power consumption have

already been discussed in Section 4.5. Such modifications together with the implementation of

a low-frequency cut-off should, in principle, allow noise limited performance to be obtained.

Increase front-end gain

There is some limited scope for increasing the front-end gain, and hence improving the

switching energy, as a consequence of the fact that the front-end transconductance scales in

proportion to the bit-rate but the front-end load capacitance decreases in proportion to α. There

is thus an overall improvement of α in the ratio of the open-loop to the closed-loop bandwidth

and hence the maximum acceptable gain. However, under constant-offset scaling, the ratio does

not improve.

The increase in gain could be achieved, for example, by using non-minimum length transistors

in the front-end.

Ease optoelectronic packaging constraints

Since the power consumption, switching energy and speed of the scaled design are easily good

enough to implement a terabit/s scale optical interface, it may be worthwhile to use some of the

extra power consumption to accommodate larger detectors. This would ease the

optomechanical packaging problem, which is by far the greatest obstacle to the commercial

feasibility of smart-pixel systems.

The detector capacitance scales as the square of the diameter, so a factor of four in front-end

power consumption could be traded for an increase in detector diameter from about 25 µm to

50 µm with the additional penalty of a 4 × increase in optical switching energy.

6.3.6 Limit on scaling due to power supply distribution

The SPOEC system demonstrated that one of the factors limiting the performance in a large

array of receivers is the DC voltage along the power supply rails. In this section, we briefly

analyse the extent to which this will limit modifications to the scaled design along the lines

discussed in the previous section.

Consider a square array with a regular pitch. Let there be N channels in the array. Assume that

the power supply rails are fed separately from the top and the bottom of the array and the

analogue power and ground rails together occupy k entire layers where k might be around 0.7 if

a dedicated distribution layer is used. If k remains fixed, then the number of squares of

resistance is determined by the number of receivers in a column and not by the physical

dimension of the array. Let RSHEET be the sheet resistance of the power distribution layer and let
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the current per receiver be I. One can easily show that the maximum number of receivers NMAX

that can be used while maintaining a DC voltage drop of less than ∆V is given by:

I

V

R

k
N

SHEET
MAX

∆= 2 (6.11)

If we take as a reference ∆V = 500 mV (for a 5 V supply) , k = 0.7, RSHEET = 0.04 Ω / square and

I = 1.4 mA (based on the reference receiver design) then NMAX is 12 500. This gives an upper

bound on the aggregate bandwidth of 6 Tbit/s which is independent of the channel rate to the

extent that the supply current is proportional to the channel rate. In practice, the maximum

bandwidth would be perhaps a factor of two lower than this in order to allow for process

tolerance in the supply current and sheet resistance.

Assuming that the relative tolerance on the power-supply voltage remains the same in more

advanced technology, the constant bit-rate scaling scenario leaves NMAX unchanged whilst the

scaled bit-rate scenario causes a reduction in NMAX with a scaling that is slightly slower than

1 / α . This means that there is little improvement in this upper limit on the aggregate

bandwidth.

However, this limit is not fundamental. The sheet resistance can be reduced by using thicker

layers of metal – Intel already employ 1.90 µm thick metal in the top level of their 0.25 µm

technology [255]. A shift to copper interconnect will reduce the metal resistivity from

0.028 Ω µm to 0.017 Ω µm. These changes alone give a 4× reduction in sheet resistance over

the value used above. It is also possible to use a two layer gridded power distribution scheme

which gives a further factor of four benefit.

Thus, for aggregate bandwidths of the order of several terabit/s, it does not appear that this is a

major limit on the performance of large receiver arrays, provided that a dedicated power

distribution layer is used. There is plenty of margin for considering the modifications discussed

in the previous section.

6.3.7 Limitations of this analysis

This analysis is intended only to provide a general guide to trends in receiver performance and

has been based on a very simple small signal analysis. There are a number of specific

limitations that must be borne in mind in applying the results.

The analysis is based on the complementary inverter gain stage; the feasibility of this structure

with very low supply-voltages (especially below 1.2 V) is questionable because of the very

small input-voltage range over which linear operation is obtained. It is acceptable for the front-

end (which is self-biasing and has a low voltage swing at the input) but it is not obvious that it

will offer acceptable dynamic range in the later stages of the receiver. The increased dynamic



139

range of differential amplifiers may make them more attractive. The analysis will not

successfully predict how the performance of, say, a 0.6 µm differential amplifier design will

scale – in current technology, differential amplifiers typically use gate-source drive voltages in

the range 200 - 400 mV which is much smaller than that in an inverter which is biased at mid-

rail. However, in low-voltage technologies, in which the inverter drive voltage scales to within

this range, the values of gm and I / gm will be comparable for the two topologies. Thus the

predictions of performance can be expected to be approximately correct for a differential

amplifier structure, even though they were obtained by considering a scaled inverter design.

The analysis has not considered power-supply crosstalk. The discussion of this issue in Chapter

8 suggests that it may be an important limiting factor on receiver performance in large arrays

and it may prevent thermal-noise limited performance from being obtained even if a low-

frequency cut-off can be implemented.

A third limitation of this analysis is that it has not looked at the scaling of the thermal noise

performance, in particular how the parameter Γ scales. There is some work on this topic in the

literature (see the references in Section 4.4).

The argument that noise limited performance is attainable depends on the feasibility of

correctly biasing the analogue circuitry in the linear region, which has only been examined

superficially in the case of the complementary inverter topology and not at all in other

structures such as differential amplifiers.

The general problem of receiver design with very low supply voltages is a subject worthy of

more detailed investigation. In principle, it is possible to investigate this in current technology;

however, the higher parasitic capacitance and limited fT at low drive voltages would make it

difficult to design high-speed circuits.

The uncertain information about the scaling of the threshold voltage mismatch also means that

the estimate of the switching energy must be treated with caution.

6.3.8 Comparison with other studies

Krishnamoorthy and Miller [167] project scaling to 1fJ peak optical energy per beam by the

0.10 µm technology generation based on a data rate of 1 Gbit/s. This is close to their analysis of

the noise limit of 0.4 fJ. Although the approach of their analysis is slightly different from here,

and some discrepancy is therefore expected, their estimate nevertheless seems to be optimistic

compared to the 5-10 fJ limit estimated here. This is in part due to the assumption that the

photodiode capacitance scales down to 20 fF and the omission of offsets from their analysis.
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6.4 Conclusions

This section has examined the scaling of small signal transistor and interconnect parameters in

advanced CMOS technology including some corrections to the standard first-order theory.

These parameters have been used to analyse the scaling of the performance of a common

smart-pixel transimpedance receiver circuit. A dramatic reduction in electrical power

consumption per terabit/s to about 0.3 W/Tbit/s by the 0.1 µm technology generation is

predicted but beyond this point, little further improvement is expected.

A possible realisation of a 1 Tbit/s interface in 0.1 µm technology might be 256 channels

running at 4 Gbit/s. A scaled DC coupled two-beam receiver design operating close to this

speed is projected to have a switching energy of between 5 fJ and 10 fJ per beam limited by

transistor offset which is only a modest improvement over 18 fJ for a 500 Mbit/s receiver in 0.6

µm technology.

These improvements are possible without any reduction in photodiode diameter from a typical

current value of 25 µm.

Designs with a low-frequency cut-off seem at first sight to be feasible and in principle allow

thermal noise limited performance to be obtained. Although there is a case for examining

receiver designs with a low-frequency cut-off as a means to improve switching energy, it is by

no means a necessity that receivers with a response down to DC be abandoned; a switching

energy of the order of 5 fJ per beam is perfectly compatible with very high data-rate point-to-

point optical links over short distances. For example, a two-beam optical link, implemented

using VCSELs with a projected performance of 500 µW output power and a data rate of

2 Gbit/s [256], has a peak energy per beam of 250 fJ.

The switching energy corresponds to a total optical power per chip after losses of only 5 mW

for high contrast data which is easily compatible with the capabilities of optoelectronic device

technology. The number of channels required to implement a 1 Tbit/s interface is not at all

aggressive and could conceivably be accomplished with either free-space or fibre based

interconnect systems.

None of the receiver design issues examined in this chapter appear to indicate that

implementing aggregate data rates much higher than a terabit/s using large receiver arrays is

difficult. Because transistor performance supports the scaled bit-rate scenario without any

problems, it seems likely that the capability of free-space optics to offer several thousand

optical inputs can only be fully exploited in interfaces with a capacity much larger than

1 Tbit/s.
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6.5 Appendix: Mobility degradation model

This appendix describes the mobility model used to study mobility degradation due to the

electrical field perpendicular to the channel based on a description in [212]. References to the

original work on which the model is based can be found therein.

The model is an empirical one designed to take into account a variety of scattering

mechanisms.
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E0, µ0 and ν are constants (Table 6-5). EEFF is a so-called effective electric field which represents

the average electric field experienced by carriers in the channel which is process dependent and

can be empirically described by:
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A plot of this function matches the experimental data presented in [245] where the problem of

mobility degradation is discussed.

parameter electron hole

µ0 / cm2V-1 670 160

E0 / MVcm-1 0.67 0.7

ν 1.6 1.0

Table 6-5: Parameters for mobility degradation model
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Chapter 7

Transconductance-transimpedance post-amplifiers

for smart-pixel receivers

7.1 Introduction

In previous chapters, it has been shown that the post-amplifier can be the component that limits

the overall performance of a smart-pixel receiver circuit. This is especially true in a circuit that

approaches the speed limit of a particular technology; in such cases, the gain that can be

obtained from a simple, single-stage voltage amplifier is limited by the gain-bandwidth product

of the technology. Whilst operation at such speeds is still possible using a voltage-gain

amplifier, it can only be achieved at the cost of a switching energy greater than the DC offset

limit.

Nevertheless, in a systems context, there is an arguable advantage in operating the optical

channels at as high a data rate as is permitted by the electronics. For a given aggregate data

rate, this minimises the number of optical channels, and hence the complexity and cost of the

optomechanical packaging of the chip.

In this chapter, the application of the transconductance-transimpedance circuit technique to

smart-pixel post-amplifiers is introduced as a method for increasing the gain-bandwidth

product of the post-amplifier and thus allowing lower switching energies at speeds closer to the

technology limit.

The transconductance-transimpedance circuit technique, originally due to Cherry and Hooper

[257], is commonly used in wideband amplifier design. It has been used, for example, in

wideband operational amplifiers [258], RF front-ends [259] and hard-disk read-head

preamplifiers [260]. In the context of stand-alone optical receiver circuits, it has been used in

post-amplifier design in both bipolar [261] and MOS [262][263][264] technology and also in

front-ends [262][265]. The same principle has also been used to increase the speed of a cascade

of digital inverters [266].

The significance of the work described in this chapter is that it demonstrates that

implementations of the circuit technique exist that have performance characteristics which are

compatible with the special requirements of smart-pixel circuits and that such implementations

have potential to offer better performance than conventional wideband post-amplifier designs

for smart-pixel applications based on low-gain voltage stages.
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The structure of the chapter is as follows. After a brief description of the general principle of

the transconductance-transimpedance circuit technique, a simple implementation of the

approach suitable for use in smart-pixel post-amplifiers is presented. The advantage of the

circuit technique over the gain-broadened voltage amplifier designs described in Chapter 4 is

demonstrated in small-signal terms. A more thorough comparison with the gain-broadened

design is made by optimising circuits with the same specification using both circuit approaches

and comparing their performance using large-signal transient simulations. The chapter

concludes by describing the application of the circuit technique to the differential clock

receiver in the SPOEC system and describes preliminary experimental results.

7.2 Description of circuit technique

The transconductance-transimpedance circuit technique uses a cascade of a transconductance

stage and a transimpedance stage. The signal is converted from a voltage at the input to a

current at the intermediate node and back to a voltage at the output node of the circuit. This is

shown in Figure 7-1(a).

in

m

C
L

v v
in

m
gg

R

C
A R CL

(a) transresistance load (b) resistive load

Figure 7-1: Transconductance-transimpedance cascade – principle of operation

The advantage of this technique at high frequencies can be explained qualitatively in terms of

the impedance levels at the nodes of the circuit.

First, consider an unloaded CMOS inverter. The small-signal output impedance of the inverter

is relatively high. When used to drive a high-impedance load such as the gate of a second

inverter, a low-frequency pole occurs. Only if the inverter is used to drive a low-impedance

load can high bandwidth operation be obtained. The gain-broadened amplifier described in

Chapter 4 meets this condition using a resistive load formed by diode-connected transistors: the

output impedance of the inverter is high compared with the load impedance and the CMOS

inverter can be considered as a transconductance element (Figure 7-1 (b)). The condition sets

an upper limit on the load resistance and hence the voltage gain of the stage.

However, the same impedance condition can be met at the output of the first stage but with a

larger resistor by connecting the load resistor as a shunt-feedback element around a voltage

gain stage to form a transimpedance amplifier (Figure 7-1 (a)). The feedback reduces the input-
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impedance by the loop-gain of the transimpedance stage; a higher feedback resistor can be used

for the same bandwidth. This is directly analogous to the use of a transimpedance front-end in

preference to a low-impedance front-end to provide lower thermal noise (larger resistor) for the

same bandwidth.

The maximum voltage gain that can be obtained from a single stage at low speeds is also higher

because a larger load resistor can be used before the finite output impedance of the

transconductance element starts to limit the gain.

7.3 Small-signal analysis of the transconductance-transimpedance circuit

This argument is now formalised using a small-signal analysis of a simple CMOS

implementation of the transconductance-transimpedance concept.

Figure 7-2 shows the circuit. This can be directly coupled to a front-end of the form studied in

Chapter 4. The transconductance element and transimpedance gain element are based on a

complementary inverter.

Implementing a suitable feedback resistor in a standard digital CMOS process is not

straightforward. The voltage swings at the output of the transimpedance stage in this circuit are

large signals; unlike in the front-end, a simple ohmic region MOSFET is unsuitable because of

the strong non-linear increase in resistance with drain-source voltage which reduces the speed

of operation of the circuit. A well resistor provides sufficient linearity for this application but

occupies significantly more layout area; nevertheless, the sheet resistance and junction

capacitance are compatible with reasonably high-speed circuits; the use of a well resistor is

considered in Section 7.4. A high-resistance polysilicon resistor process option would be

attractive for implementing this circuit.
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Figure 7-2: Simple CMOS implementation of the transconductance-transimpedance

cascade

A small-signal model of this circuit is shown in Figure 7-3. The decision stage has been

replaced with an equivalent load capacitance.
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Figure 7-3: Small-signal model of the transconductance-transimpedance cascade

Simple nodal analysis of this circuit gives a transfer function of the form:
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where the zero is at a high frequency (gm / CF) and does not affect circuit performance.

The full expressions for A0, τ and ω0 are:
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As in the analysis of the front-end, these expressions are simplified by assuming that the

unloaded gain of an inverter is much larger than 1 so that gm2 >> gds1 and gm2 >> gds2, and that the

feedback resistor RF is sufficiently high that it does not load down the transimpedance stage so

that gm2 RF >> 1. It is further assumed that the low frequency output impedance of the

transconductance stage is much greater than the input impedance of the transimpedance stage

so that the circuit operates in the current mode at the internal node. This corresponds to the

assumption 1/gds1 >> RF / A2. For the purposes of factoring the expression for ω0 only, it is

assumed somewhat more crudely that CX >> CF which is equivalent to assuming that the gate-

source capacitance of a transistor is much larger than the gate-drain overlap capacitance.

The expressions for A0, τ and ω0 then reduce to:
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The 3 dB bandwidth is estimated using the dominant-pole approximation in which ω3dB = 1 / τ.

Provided there is no peaking in the amplitude response, this is a conservative estimate of the

3dB bandwidth; in the extreme case of a maximally flat response, it underestimates ω3dB by a

factor √2.

The first term in the expression for τ is close to the unity gain frequency of the device. Since

the circuit technique is intended for high-speed applications, this term will be large enough to

affect the performance; however, to a first approximation it is assumed that τ is dominated by

the terms proportional to RF. The gain-bandwidth product is then:
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In comparison, the result for the gain-broadened design from Chapter 4 in the notation used in

this chapter is:
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This demonstrates the gain-bandwidth advantage of the transconductance-transimpedance

cascade over a single-stage voltage-gain amplifier: assuming all the inverters are the same size,

the capacitance in the denominator in equation (7.8) is smaller than in equation (7.9). The

feedback capacitance CF is usually smaller than the gate-source capacitance; the contribution of

the gate capacitances, CX and CL to the total capacitance in the denominator is reduced by the

unloaded voltage gain A1 and A2 of the inverters. The advantage is significant but not dramatic;

for example, CGS is about 3 CF for a minimum length transistor in the 0.6 µm technology

examined in Chapter 4.

Although the GBW of the transconductance-transimpedance cascade is higher than a voltage-

gain stage, an important difference between the two circuit topologies is that, in the case of the

transconductance-transimpedance cascade, the second-order nature of the transfer function

implies that there is an upper limit on the frequency to which the trade-off may be applied by

varying the feedback resistor. To obtain an acceptably damped small-signal transient response,

a minimum damping factor ζ of 1 / √2 is required. This corresponds to a maximally flat

amplitude response. Considering only the terms in (7.6) proportional to RF, the maximum value

of ω0 is
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and at this frequency, the 3 dB bandwidth is equal to ωMAX. The second factor, ωT = gm2 / CX is

the unity gain frequency of the process. To give a feel for the value of this expression, assume

identically sized stages, take CX=CL=3CF, and assume a large gain; equation (7.10) indicates

that ωMAX is about 0.2 ωT. The limit is slightly higher when the gain is finite. For these

parameters, the benefit in gain-bandwidth of the transconductance-transimpedance design,

given by the ratio of equation (7.8) to equation (7.9), is a factor of three.

In principle, it is possible to increase ωMAX at the expense of k by reducing the gain A2, for

example by including broadening transistors in the voltage gain stage of the transimpedance

amplifier. However, for signals that are large enough to produce a degree of limiting in the



148

transimpedance stage, the requirement for low overshoot is less important. The implementation

described in Section 7.6 uses a diode clamp in parallel with the feedback resistor to enhance

this effect.

An additional advantage of the transconductance-transimpedance approach is that the high

voltage-gain output node is isolated from the input node due to the current-mode signal

representation at the internal node. As in a cascoded voltage gain stage, the gate-drain

capacitance of the post-amplifier input transistor is not multiplied by the gain of the amplifier

resulting in less loading of the transimpedance input stage which can help to reduce overshoot.

In summary, this section has shown that, based on a small-signal analysis, the

transconductance-transimpedance cascade can, in principle, give a small (up to 3×) benefit in

gain-bandwidth.

7.4 Detailed comparison with low-gain voltage amplifier

7.4.1 Introduction

The analysis in the previous section has shown that there should be a theoretical advantage

from the transconductance-transimpedance circuit topology. However, there are a number of

reasons why it might be difficult to translate this theoretical advantage into practical benefits.

The most important is the difference in process sensitivity of the two approaches.

The gain-broadened voltage amplifier has a well controlled gain determined by a ratio of

transistor widths; its bandwidth tracks the process unity gain frequency and hence the speed of

operation of the other circuits on the chip.

In contrast, in a transconductance-transimpedance amplifier, the tolerance in the gain and the

bandwidth depend on how closely the transconductance and the feedback resistance track. If

they are realised with different types of physical device, then they will not track and a large

process spread in gain and bandwidth will occur. The use of MOS transistors for the feedback

resistor can give better control; the gain is then insensitive to certain parameter variations such

as oxide thickness. However, if the feedback transistor is biased with a fixed voltage, then the

resistance will remain sensitive to the poorly controlled operating-point voltage of the

transimpedance stage. More complex biasing circuits can adaptively bias a feedback transistor

to track the transconductance [267] or, alternatively, can track the transconductance to the sheet

resistance of the device type used to implement the feedback resistor; however, these

capabilities are not offered by the simple implementation of Figure 7-2. In addition, any MOS

implementation of the resistor must still overcome the non-linearity problem.
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There are also a number of tricks that can be used to improve the gain-bandwidth of post-

amplifiers based on voltage-gain stages. For example, the transconductance transistors in a

stage can be sized larger than the input transistors of the subsequent stage. This is often called

“inverse-tapering”. Also, provided the frequency of operation is not too close to the unity gain

frequency, a significant improvement in overall gain-bandwidth can be obtained by cascading

multiple low-gain voltage-amplifier stages. If inverse-tapering is also applied to this cascade,

then a further improvement in gain-bandwidth can be obtained.

This section investigates the extent to which the theoretical gain-bandwidth advantage can be

translated into practical benefits by optimising designs based on both circuit topologies for a

particular specification and comparing their performance.

A summary of the analysis in this section has been published in [268].

7.4.2 Methodology

The study is based on a two-beam receiver specified to operate at a speed of 1 Gbit/s in the 5 V

digital 0.6 µm technology described in Chapter 4. A speed that was relatively high for this

technology was chosen in the expectation that the transconductance-transimpedance cascade

would demonstrate an advantage at high speeds of operation. The circuit was designed to

operate at this speed under worst-case variations in process parameters. A well resistor was

used for the feedback element.

Three different circuit topologies were considered for the post-amplifier circuit: voltage-gain

circuits with both one and two linear stages and a transconductance-transimpedance cascade.

A simple front-end, common to each circuit, was employed (Figure 7-4). The front-end gain

transistors and feedback resistor were sized to support 1 Gbit/s operation over all process

corners. A capacitance of 53 fF per diode [269] was assumed. For simplicity, a design using the

positive power supply as a fixed bias voltage for the front-end feedback transistor was used.

This is not optimal. However, achieving the best possible switching energy from the front-end

is not particularly important in comparing the post-amplifier designs, provided a common

front-end is used.
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Figure 7-4: Front-end used for comparison of voltage-gain and transconductance-

transimpedance designs

The decision stages were loaded with identical three-stage digital buffers that had been tapered

to drive a MQW modulator pair to form a simple optical repeater circuit as in reference [270].

The inverter widths (NMOS/PMOS) were 2.8 µm / 5.6 µm, 5.6 µm / 11.2 µm and

12 µm / 18µm; all lengths were 0.6 µm.

An objective figure-of-merit was required to compare the designs. Since large-signal non-

linearity is one of the practical difficulties in implementing the transconductance-

transimpedance approach, the small-signal bandwidth is not an adequate metric for comparing

the circuits. Instead, the designs were compared using large-signal transient simulations. The

figure-of-merit used was obtained by analysing eye diagrams at the modulator output. The eye-

opening was defined as the interval within the eye during which the channel could be

guaranteed to have a valid logic level. The logic thresholds were defined at 20% and 80% of

the full 5 V output swing.

For each basic circuit topology, the transistor dimensions were manually optimised to achieve

the lowest input current for a 500 ps eye opening. Based on experience in previous designs, the

channel lengths of all analogue transistors were chosen slightly longer than the 0.6 µm

minimum (0.7 µm for PMOS / 0.8 µm for NMOS) to achieve a reasonable degree of process

control. To reduce the number of variables in the optimisation, the NMOS width and PMOS

width were taken to be the same.

In the gain broadened designs, the variables considered in the optimisation were the widths of

the gain and load transistors. These were allowed to vary independently, but the gain transistor

was restricted to 1×, 1/2 × and 1/3 × the front-end width to permit layout with unit transistors.
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In the transconductance-transimpedance design, the variables considered in the optimisation

were the widths of the transconductance stage and the transimpedance stage and the dimensions

of the feedback transistor.

In both designs, the width of the decision stage was an additional variable.

Both process variation and DC offsets were taken into account in the optimisation. Each design

was simulated with offsets of 0 mV and ±25 mV on typical, worst power (fast n/p), worst speed

(slow n/p), worst zero (slow n/fast p) and worst one (fast n/slow p) process corners; for each

case, simulations were also performed for low-resistance, typical-resistance and high-resistance

well resistor process corners. The figure-of-merit used to guide the optimisation was the worst-

case eye opening over all these simulations.

During the optimisation, the circuit was simulated with two input patterns: a single one in a

field of zeros and a single zero in a field of ones. These are the two worst-case bit sequences if

the circuit bandwidth is the limiting factor on circuit performance; however, they do not

properly characterise the reduction in eye opening caused by overshoot and resultant jitter. To

give a better measure of actual performance, the final optimised designs were characterised by

stimulating the input with one period of a maximal length pseudo-random bit sequence [271]

with pattern length 29-1. The eye opening was calculated from the transient simulation output

using a script written in the AWK text processing language.

Simulations were performed using BSIM 3v2 transistor models1 in HSpice. The well-resistor

model was a JFET level 1 model which included parameters to model the distributed

capacitance using a single π-section lumped approximation. To reduce simulation time during

the optimisation, routing capacitance was neglected.

Physical layouts of the optimised circuits were produced to compare the real-estate

requirements of the two approaches.

7.4.3 Results and discussion

The performance of the optimised designs is summarised in Table 7-1 and the transistor

dimensions are shown in Figure 7-5. The sensitivity excludes the additional penalty due to

stochastic noise which was estimated to be ± 0.5 µA based on HSpice noise simulations. The

                                                     
1 The default MOS capacitance model was used; the problem with this capacitance model

discussed in the Appendix to Chapter 4 had not been discovered at the time of the study.

However, the use of this capacitance model should only have affected the performance of the

front-end feedback transistor and does not invalidate the comparison of the two post-amplifier

designs. A thermal noise model that was accurate in the ohmic region was used.
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power consumption includes the front-end (5.5 mW) but excludes the digital buffer used to

drive the MQW modulator.

The transconductance-transimpedance design demonstrated almost a factor of two

improvement in sensitivity over the most sensitive single-stage voltage-gain design. It was also

slightly more sensitive than the two-stage voltage-gain design when assessed in terms of the

optimisation criterion (the sensitivity under worst-case process conditions) yet still managed to

achieve this performance with a power consumption comparable to the single-stage voltage-

gain design. Two-stage designs of comparable power consumption that were assessed were less

sensitive.

sensitivity (IPEAK / µA) typical

worst-case process typical process power

0 mV

offset

±25 mV

offset

0 mV

offset

±25 mV

offset

 dissipation

/ mW

voltage gain (single-stage) 11.0 21.5 6.7 12.0 9.8

voltage gain (two-stage) 5.9 15.0 2.2 9.2 12.3

transconductance-

transimpedance

5.9 11.1 2.5 7.2 9.7

Table 7-1: Sensitivity of optimised circuits excluding noise penalty at 1Gbit/s (peak

photocurrent per beam)
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(b) two-stage voltage gain
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(c) transconductance-transimpedance

Figure 7-5: Schematics of optimised post-amplifiers. W/L sizes in µm are indicated (u).
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Figure 7-6: Comparison of eye diagrams for two-stage voltage-gain and

transconductance-transimpedance designs (typical process, 0 mV offset, ±3 µA

photocurrent, 26-1 bit PRBS)

The power consumption of all the designs is somewhat higher than those considered in Chapter

4. This is in part a reflection of the higher speed of the design, and in part a consequence of

ignoring the power consumption during the optimisation. The transconductance-



155

transimpedance design intrinsically contains two amplifiers operating in the linear region and,

at lower speeds, it is clear that single-stage voltage-gain designs will tend to have lower power

consumption. In the higher speed circuits where the gain-bandwidth advantage is more useful,

the power consumption penalty of using two linear stages is offset by the fact that a single stage

design must use larger transistors to provide acceptable gain.

Some general remarks can be made about the dimensions of the transistors in the optimised

designs (Figure 7-5). In all cases, sizing the post-amplifier input transistors smaller than the

front-end helped to reduce overshoot. However, in the voltage-gain designs, the additional gain

produced by a slightly larger post-amplifier input transistor was worthwhile. The use of

inverse-tapering in the two-stage design is also evident.

Eye diagrams for the two-stage and transconductance-transimpedance design are compared in

Figure 7-6 at slightly above the sensitivity threshold under typical conditions. Notice that the

bandwidth of the optimised two-stage design is not quite sufficient to produce a full voltage

swing at the post-amplifier output; this translates into pattern dependent jitter at the modulator

output after the decision stage and modulator driver circuit. In contrast, the transconductance-

transimpedance design has sufficient bandwidth resulting in a relatively clean eye diagram.

7.4.4 Small-signal results

Small-signal analysis was also performed on the optimised post-amplifiers (Table 7-2). These

results must be treated with caution because of the large signal nature of the design.

Nevertheless, the transconductance-transimpedance design has a small-signal bandwidth

similar to that of the single-stage voltage amplifier, and a small-signal gain comparable to that

of the two-stage design. The gain-bandwidth product is better than that of the other designs by

a factor of about three.

gain 3 dB bandwith / GHz

min. typ. max. min. typ. max.

single-stage 2.8 3.4 3.6 0.8 1.3 2.9

two-stage 6.6 9.1 10.2 0.2 0.4 1.1

transconductance-

transimpedance

6.1 10.8 22.0 0.7 1.2 2.2

Table 7-2: Process tolerance of post-amplifier small-signal gain and bandwidth

Under all process conditions, the small-signal amplitude response was flat indicating that the

overshoot is acceptable.

The small-signal results also illustrate the process sensitivity of the two designs. The gain of

the single-stage amplifier is indeed well controlled. The overall gain of the two-stage design is
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less well controlled because the relative tolerance is squared by cascading two voltage stages.

As expected, the transconductance--transimpedance design has poor worst-case tolerance on

both gain and bandwidth; despite this, it produces better overall worst-case performance.

7.4.5 Conclusion

An important disadvantage of the transconductance-transimpedance design in this application

is the layout area required by the well resistor. The receiver occupied 47 × 29 µm2 versus 25 ×

29 µm2 for the single-stage voltage gain design. This is still compatible with including several

hundred receivers on a chip; however, it would not be the preferred design in lower speed

applications where sufficient gain-bandwidth is available from the more compact, voltage-gain

approach.

The study has been based on one particular optimisation approach and specification. It is not,

therefore, sufficient to demonstrate a universal advantage. However, the results give clear

evidence that the design technique can be of value in smart-pixel applications, and, for the

particular set of assumptions made here, it offers a small but distinct advantage in performance

at some cost in layout area. This is achieved in spite of poor process sensitivity; it is

conceivable that an even greater advantage could be obtained with a more complex variant of

the design that could compensate for the this variation. As it stands, it is questionable whether

the benefit is sufficient to warrant the additional design and verification effort required in a

circuit that is highly sensitive to parameter variation.

It must also be pointed out that, since performing this study, the n-well sheet resistance

specification in this particular process has been substantially reduced. Consequently, the layout

area and parasitic capacitance associated with the feedback resistor have increased and so the

design may be less advantageous. This does not invalidate the design concept, but does suggest

that its general applicability may depend on the availability of controlled analogue resistor

process modules.

Nevertheless, the study indicates that the transconductance-transimpedance cascade is worth

evaluating as a possible design option in systems using high bit-rate channels and validates the

theoretical argument given in the preceding section.

7.5 Offset performance of the transconductance-transimpedance cascade

In the previous section, it was shown that the gain of a typical transconductance-

transimpedance cascade is comparable with that of a two-stage voltage amplifier. It could be

argued that that the transconductance-transimpedance cascade is in fact a two-stage amplifier;

in certain respects, this is undoubtedly the case. However, this section demonstrates that in one
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important respect – input referred offset – its behaviour is characteristic of a single-stage

voltage amplifier and in that sense can be considered as a single stage.

The input-referred offset of a two-stage voltage-gain post-amplifier has already been analysed.

Because of the relatively low gain per stage used in a wideband, multistage voltage amplifier,

the offset in the second stage can make a significant contribution to the input referred offset.

This is particularly true if inverse tapering is used and the second stage transistors are small.

To determine the input referred offset of the transconductance-transimpedance design, consider

the small-signal equivalent circuits of the two gain stages formed about their own operating

point (Figure 7-7) with the input biased at the operating point of the first stage.
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Figure 7-7: Small-signal circuit used to evaluate offset

Performing nodal analysis on this circuit gives the equations:
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Solving these equations and making the same assumptions used in the derivation of the transfer

function about the relative output and input impedance of the transconductance and

transimpedance stages respectively gives:

2121 )( OPOPOPFdsOUT Rg υυυυ +−≈ (7.12)

and thus the input referred offset due to the transimpedance transistors is approximately:

1

12

A
OPOP

OFFSET

υυ
υ

−
= (7.13)

Since the unloaded gain of the transconductance stage is high, the input offset is not sensitive to

an offset voltage between the transconductance and transimpedance gain stages. This is a

reflection of the fact that the signal is represented as a current at the internal node. The total

input referred offset is thus characteristic of a single-stage voltage amplifier with a large gain

equal to the overall voltage gain of the cascade.
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Two benefits of this characteristic are highlighted. It permits the use of a different amplifier

topology for the transimpedance stage with only a small penalty in systematic offset. For

example, an NMOS only inverter could be used for the front-end and the transconductance

stage with a low gate-source drive voltage to provide a high transconductance per unit current;

simultaneously, a CMOS inverter could be used for the transimpedance stage and decision

stage to provide symmetrical rise and fall times. It also addresses the problem that was

discussed in Chapter 6 of maintaining correct biasing of later stages in a high-gain multistage

amplifier in future-generation low-voltage circuits: the final transimpedance stage will

automatically bias about its own operating point. A method for correctly biasing the

transconductance stage is still required, but this is easier because of the lower signal amplitudes

at this point in the circuit.

7.6 Application to a differential receiver circuit

7.6.1 Introduction

In this section, the use of the transconductance-transimpedance circuit technique in a real

application is described. A prototype circuit has been fabricated in a 0.6 µm digital process and

characterised successfully at low frequency. However, a limitation of the circuitry included to

test the high-frequency performance has prevented the speed advantage of the design technique

from being verified.

The design presented in this section also illustrates how the circuit technique may be applied to

an electrically differential receiver circuit and shows one possible method for using a MOSFET

feedback transistor to provide better process control of the amplifier gain.

After a brief review of the application requirements and a discussion of the general motivation

for the adoption of an electrically differential design, the detailed circuit design of the post-

amplifier and front-end used in this receiver are discussed. A summary of the performance

predicted by simulations is presented. Experimental results from the prototype circuit are then

discussed. The section concludes with an evaluation of the design based on the simulated and

experimental performance.

7.6.2 Application requirements

The technique has been applied to the clock receiver in the SPOEC routing chip. In this section,

the performance requirements of the clock receiver are briefly reviewed.

The optical clock signal was provided by the same VCSEL array used for the data channels.

The system optical power budget predicts an optical power of about 3.5 µA per photodiode. As

in the data receiver, the photodiode capacitance in the final system was about 95 fF.
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The target clock frequency for the receiver was 250 MHz. The timing of the digital circuits

required a clock signal consisting of short bursts of pulses interspersed with long runs of zeros.

This timing scheme requires a flat receiver response down to low frequencies and, essentially,

the dynamic performance required of the receiver is similar to a 500 Mbit/s data receiver. The

clock signal must also have low duty-cycle distortion, must be free of glitches and must have

low jitter. It is therefore desirable that the receiver design has good immunity to digital noise.

The demands on power consumption and layout area were less severe for the clock receiver

than for the data receiver. Whereas the routing chip contained approximately 4000 data

receivers, only 64 clock receivers were required. This provides the extra design freedom

necessary to improve upon the dynamic performance of the data receiver. Nevertheless, it was

decided to contain the circuit layout within a digital standard cell. It is true in general that the

circuitry used to detect an optical clock signal in parallel with a wide bus of data signals can

afford to use more power and layout area. The final design occupied an area of 255 µm ×

38 µm. In retrospect, the height of a single standard cell was too small to permit an effective

layout of the receiver and many of the circuit nodes had significantly higher parasitic

capacitance than might have been obtained in an equivalent square layout area. A square layout

area could easily have been achieved without hindering the digital layout by stacking two

standard cell rows and using the height of both cells to contain the clock receiver layout.

To avoid the need for a second feedback resistor control signal, it was decided to take

advantage of some of the extra design freedom to implement a resistor biasing scheme that

could automatically compensate for certain process variations.

7.6.3 General design approach

The two requirements of a generally robust design together with twice the equivalent data rate

led to the selection of a two-beam, electrically differential design for the clock receiver.

It has previously been seen that, in general, a single-beam DC-coupled receiver cannot perform

as well as a two-beam receiver. In particular, the post-amplifier design is limited by the

requirement to provide a built-in threshold. Although the switching energy of the data receiver

front-end is somewhat less than optimal because of the tight constraints on power consumption,

achieving at least a factor of two improvement in switching energy as well as further

improvements in pulse-width distortion and noise immunity was not considered to be a realistic

target with a DC-coupled single ended receiver. It has already been highlighted that a lower-

frequency cut-off was not an option because of the burst nature of the clock signal. Had the

clock been continuous, a single-ended design which took advantage of the extra layout area to

provide a low-frequency cut-off may have been able to deliver the required performance. A

two-beam approach was therefore adopted.
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The majority of two-beam smart-pixel receivers to date have used two photodiodes connected

in series; the designs that have been discussed so far are of this type. This is convenient with

low-contrast input data because the subtraction of the two complementary optical signals is

performed directly on the photocurrents; the common-mode rejection is limited only by the

matching of the optical inputs and the photodiodes which can be very good. The DC operating

voltages in the receiver circuit are independent of the common-mode photocurrent. However,

series connected photodiodes require additional InGaAs fabrication steps as was discussed in

Chapter 3.

The two-beam clock receiver circuit was therefore implemented using an electrically

differential receiver. The electrically differential receiver was implemented using two single-

ended front-ends followed by a post-amplifier with a differential input.

Table 7-3 makes a simple comparison of some of the properties of a single-beam, two-beam

single-ended and two-beam differential receivers for a fixed size of photodiode and the same

front-end bandwidth. It has been assumed that the front-end has been sized in proportion to the

total photodiode capacitance to achieve a switching energy close to the limit set by the

capacitance CF+CIN/(A+1) as discussed in Chapter 4, that the photodiode capacitance dominates

the input capacitance and that the output load capacitance is such that the damping factor of the

receiver is acceptable.

number of
beams

electrical
structure

input
current

photodiode
capacitance
per branch

feedback
resistance
per branch

output
swing

front-end
transistor
width

signal
offset
voltage

single-beam single-ended I C R IR W σ

two-beam single-ended 2I 2C R/2 IR 2W 1/√2 σ

two-beam differential 2I C R 2IR W √2 σ

Table 7-3: Comparison of the properties of single-beam and two-beam receivers

Notice that the two-beam single-ended design must use a smaller feedback resistor because of

the extra photodiode capacitance on the input. Also notice that the power consumption of both

types of two-beam front-ends is the same but that the differential mode offset voltage of the

electrically differential design is twice that of the single-ended design, although the signal-to-

offset ratio is the same. It is obviously possible to trade off extra power consumption for the

same offset performance. Nevertheless, for designs of the same power consumption, this

comparison suggests that, all things being equal with the post-amplifier, the electrically

differential approach should provide comparable overall sensitivity in an offset limited design

and better overall sensitivity in a gain limited design.

However, a major disadvantage of the electrically differentially receiver design is that the

common-mode photocurrent is amplified by the front-end; a large common-mode photocurrent
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could potentially shift the post-amplifier out of its linear region of operation. This is not a

problem in this particular application because only limited dynamic range is required and the

sources used are high-contrast. However, it might be a problem in modulator based

interconnects.

Increased dynamic range could be obtained using a common-mode feedback circuit, possibly in

conjunction with a fully differential front-end. However, a common-mode feedback circuit

involves a considerable increase in complexity.

Electrically differential receivers have previously been used in optical interconnect applications

[204][272].

An electrically differential front-end also provides the improved immunity to common-mode

electrical noise required of the clock channel. Sources of common-mode noise include power

supply switching noise and substrate voltage fluctuations. The good noise rejection of an

electrically differential design is a useful feature of any receiver in a mixed-signal system

where the analogue circuits are located in close proximity to the digital circuits; it is

particularly important in a receiver designed for a clock signal because of the requirement for a

glitch free signal with low jitter. The two-beam electrically single-ended receiver design has

poor immunity to common-mode voltage noise.

A secondary benefit of the use of a two-beam receiver is that the two VCSELs used for the data

channel may be biased slightly above threshold to reduce turn-on delay jitter. However, in

practice it has proved possible to operate the VCSELs at the required speed in this system

without such a pre-bias.

7.6.4 Detailed design

Overall structure

The overall structure of the receiver is shown in Figure 7-8.
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Figure 7-8: Simplified clock receiver schematic. NMOS and PMOS lengths are 0.8 µm

and 0.7 µm respectively unless stated otherwise

The photocurrents from the two detectors are converted into a differential voltage signal using

two separate transimpedance front-ends. A differential transconductance amplifier converts the

differential voltage into two currents, one of which is mirrored and subtracted from the other at

the internal node X. The difference current is converted to a near full swing output voltage

using a simple single-ended transimpedance stage. A final analogue inverter is used to fully

restore the signal to digital levels.

Thus, as well as providing a high gain-bandwidth product, the transconductance-

transimpedance approach provides a convenient way to implement a differential to single-

ended conversion.
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The transconductance stage is biased directly by the common-mode output voltage of the front-

end. The low operating point of the front-end makes it difficult to interface to a conventional

CMOS operational transconductance amplifier (OTA) with a constant current bias at the

common source terminal. In general, the conventional OTA would be preferred because it has

lower common-mode gain and has a transconductance that is independent of the common-mode

input voltage. However, for a high-contrast input signal, the common mode input signal is a

quarter of the differential mode input signal; the higher common-mode gain is not a problem.

Front-end amplifier

The front-end used a gain block consisting of a cascode and a source follower. The original

motivation for choosing a cascode gain stage was to improve sensitivity by increasing the gain

compared with a simple inverter design so that a larger feedback resistor could be used.

However, the higher gain resulted in an amplifier that was less stable and it was necessary to

compensate the amplifier with additional feedback capacitance. This is a form of feedback-zero

compensation [273]; this form of compensation is useful because it achieves the required

reduction in closed-loop bandwidth by changing the feedback network but without significantly

affecting the frequency response of the forward transfer function.

The compensation capacitor was realised with a metal2-metal1-poly sandwich capacitor placed

underneath the flip-chip pad; the inner metal1 plate with the lower parasitic capacitance to

ground was used for the front-end output.

The net benefit in performance of the cascode amplifier over a conventional inverter design

after it had been adequately compensated was marginal. In retrospect, the significant increase

in design complexity and layout area was probably not justifiable.

 Front-end feedback resistor biasing

The front-end circuit illustrates a method for biasing the feedback resistor to compensate for

variations in threshold voltage and operating point. The biasing scheme is based on a technique

used in CMOS operational amplifiers to improve the process control of the resistor used to

implement pole-zero compensation [274].
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Figure 7-9: Schematic of clock receiver front-end with transistor widths in microns.

NMOS and PMOS lengths are 0.8 µm and 0.7 µm respectively unless stated otherwise

The small-signal resistance of an ohmic-region MOSFET is given by:
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= (7.14)

where KP is the process gain factor and where the threshold voltage is itself a function of the

source voltage through the body effect. One of the main problems with using a fixed bias

voltage such as a power supply rail to control the feedback transistor is the uncertainty in the

feedback transistor’s threshold voltage and source voltage, which is determined by the

operating point of the transimpedance amplifier. These two variables are positively correlated

which makes matters worse.

The uncertainty in VG-VS-VT can be overcome by deriving VG from a second transistor of the

same type that is biased to have the same source voltage. To a first approximation, the

threshold voltages of the feedback transistor and the reference transistor, including the increase

due to the body effect, will be the same; the bias voltage will automatically adapt to
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compensate for process variation in VS and VT. The feedback resistance will still vary due to the

process gain factor KP and the effective width.

A scheme for achieving this is illustrated in the front-end schematic (Figure 7-9). Transistor

Mn2 is the reference transistor used to generate the gate voltage for the feedback transistor. The

current in the biasing transistors Mn2 and Mn3 is ratioed to the current through the cascode

stage using the current mirror Mp1/Mp2/Mp3. Transistor Mn3 is sized to have the same current

density as the input transistor of the cascode stage. Neglecting the finite output impedance of

the transistors, the gate of Mn3, and hence the source of Mn2, is at the same potential as the

gate of Mn5 and hence the source of the feedback transistor. This achieves the required

compensation as explained above. Mn2 is sized to achieve the required gate-source drive

voltage for the feedback transistor.

The example biasing scheme gives a nominal resistance of 78 kΩ at 50°C with a 5 V supply.

The sensitivity of the resistance to worst-case variations in process, voltage and temperature is

shown in Table 7-4. The process tolerance is a significant improvement over a fixed bias.

Nevertheless, a simultaneous combination of worst-case variation in all three areas still leads to

a significant spread in the resistor value.

variation minimum maximum

process -20% fast +27% slow

supply -13% 5.5 V +17% 4.5 V

temperature -27% 0°C +29% 70°C

Table 7-4: Process sensitivity of front-end feedback resistor relative to 5 V and 50°C

Similar schemes have been proposed in the literature. In particular, Williams suggests

connecting the source of the reference transistor directly to the output of the transimpedance

stage [198] which also improves the linearity of the feedback transistor.

MOSFET feedback resistor

The feedback element in the transimpedance stage of the post-amplifier used an ohmic

MOSFET with a fixed bias voltage.

To overcome the non-linearity at large voltage swings, a clamp transistor was connected in

parallel with the feedback resistor. No clamp is required for output voltage swings below the

operating point of the transimpedance stage; the resistance of the feedback resistor decreases as

the output voltage falls. However, when the output voltage swings above the operating point of

the stage, the resistance of the feedback resistor starts to increase. Once the output voltage
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swing exceeds the threshold voltage of the clamp transistor2, the clamp transistor turns on,

significantly reducing the incremental feedback resistance and providing a sharp limit in the

output swing. The transient response is illustrated in Figure 7-10 for worst-case data patterns

with a 2 ns pulse time. Compared to the circuit without the clamp, the fall time is reduced and

the pattern dependent jitter eliminated.
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Figure 7-10: Comparison of post-amplifier operation with and without clamp present

with 400 mV differential input swing

A similar technique has been used to increase the dynamic range of front-end circuits [270].

Because an NMOS transistor is used for both the transconductance element and the feedback

resistor, the post-amplifier gain is much better controlled with respect to process variation and

temperature than in the circuit considered in Section 7.4 where a well resistor was used for the

feedback element.

The nominal small-signal gain of the post-amplifier is 5.2 at 50°C for a typical process. Over

the five standard process corners, the gain varies from 4.4 to 7.4, a spread of about ±25%.

                                                     
2 Note that the threshold voltage of the clamp transistor is increased by the body effect.
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Although this is still not as tightly controlled as in a single-stage gain-broadened amplifier, it is

sufficient for a practical design. In contrast, the transconductance varies by ±50%.

As a result of temperature variation between 0°C and 70°C, the gain is controlled to within

about ±5%, despite a 35% variation in transconductance over this temperature range. The drop

in transconductance at high temperature is primarily due to a drop in mobility which affects the

feedback transistor and the transconductance element equally.

The process spread in bandwidth is significantly larger, varying from 0.3 GHz on a slow

process to 1 GHz on a fast process. The bandwidth is determined by two poorly controlled

parameters: the feedback resistance and the gate-drain overlap capacitance (variation ±50% and

±30% respectively). Better control of the bandwidth would require a biasing scheme that could

control both RF and gm.

Although some improvement in the control of the bandwidth is desirable, it is no worse than in

the single-stage gain-broadened design considered in the previous section. This design

illustrates that manufacturable designs using the transconductance-transimpedance approach

are possible.

7.6.5 Simulation results

Detailed simulation results are presented in Appendix B. In summary, the receiver had a DC

sensitivity that was primarily limited by offset to about ± 1.7 µA.

The dynamic performance is illustrated in the simulated 500 Mbit/s eye diagram in Figure 7-11.

Figure 7-11: Eye diagram at the output of the clock receiver decision stage at 500 Mbit/s /

3.5 µA input current. Eye diagrams for ± 4.7 σVOFFSET are overlaid with the typical eye.

A reasonably open eye is obtained in a typical receiver in the array; however, the offset voltage

causes clock skew of about ± 300 ps between worst-case super-pixels in the array. In the

SPOEC system, the super-pixels are functionally independent and the only consequence of this

skew is an increase in the minimum cycle time. However, this result indicates a fundamental
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problem in the more general use of DC coupled receiver circuits for low-skew optical clock

distribution. The skew could be reduced by operating at higher input currents or by using a

receiver with a lower frequency cut-off.

The typical power consumption is 8.3 mW from a 5 V supply at 500 Mbit/s.

7.6.6 Experimental results

A version of the receiver design described in the previous section has been fabricated by an

external foundry and tested experimentally. In this section, the results of the experimental

characterisation are presented.

There were a number of wiring errors on the test-chip; these were corrected using an ion-beam

milling facility. Apart from a very small imbalance in the input capacitance of the high-speed

test circuit, these corrections should not have affected the circuit performance.

Test structures

Two instances of the clock receiver circuit were included on the prototype circuit for test

purposes, one for DC characterisation and one for high-speed characterisation.

Current inputs to the inverting and non-inverting terminals of the circuit were derived from two

external voltage signals using a test structure similar to that used to test the data receiver circuit

(Section 5.4.1). The layout of the test structure is shown in Figure 7-12. The width of the test

transistor was scaled from the 5 µm value used in the data receiver test structure to 3 µm in

proportion to the target sensitivity. The length of the transistor was unchanged and so the limit

on high-frequency operation is the same. The nominal value of the capacitor used to mimic the

photodiode capacitance was again 50 fF.

Figure 7-12: Photomicrograph of the prototype clock receiver circuit

DC voltages were monitored with a single output pin using a simple on-chip 8-input analogue

multiplexer implemented with complementary transmission gates. The multiplexer select inputs

were provided by a 3-bit shift register; the clock and data input to this shift register were

provided by external pins.
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To permit high-speed testing of the clock receiver circuit, the output of the receiver was used to

clock an on-chip four-state Gray code counter (Figure 7-13). The two state variables could be

monitored via external pads.

A buffered copy of the clock receiver output was also provided as an external pin to permit

measurement of eye diagrams. However, the I/O pad driver used in this chip contained circuitry

to reduce short-circuit current during logic level transitions; this circuitry appeared to limit the

speed of operation3.
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CLKOUT
CLOCK (from receiver)

CLKOUTS1CLKOUTS0

CLKOUTS1

CLKOUT

CLKOUTS0

Figure 7-13: Clock receiver test structure

Differences in the prototype design

The overall structure of the prototype design was similar to the final design described in

Section 7.6.4. However, there were two significant differences in the implementation of the

post-amplifier.

The transimpedance stage used a well resistor as a feedback element without a diode clamp.

The well resistor was sized to give a nominal resistance of 18 kΩ; however, a change in the

foundry specification of the n-well sheet resistance resulted in an actual resistance value of

about 7 kΩ. Consequently, the post-amplifier gain in the prototype circuit is significantly below

the design value. In the final design, the increase in junction capacitance for the same nominal

resistance that was caused by the reduced sheet resistance made a diode-clamped ohmic

MOSFET the device of choice.

The transconductance stage used a cascode current mirror and was followed by a

transimpedance stage with a lower operating point. The initial reason for using a cascode

                                                     
3 Note that the I/O cells used in the data receiver chip were lower current drivers which did not

contain this circuitry and seemed to be capable of operating at higher data rates
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current mirror was to reduce the systematic offset between the transconductance stage and the

transimpedance stage. However, more detailed simulation showed that the high-frequency

common-mode rejection of the cascode current mirror was poor; a simple current mirror in

conjunction with a transimpedance stage with a mid-rail operating point was used in the final

design.

DC characterisation

The measured DC transfer characteristics illustrated in Figure 7-14 are approximately in line

with simulations. A DC photocurrent swing of approximately 1 µA on each photodiode is

required to produce a fully restored logic level at the output of the decision stage; this is well

within specification, despite the smaller-than-designed feedback resistor in the post-amplifier.

The differential offset voltage in this circuit resulting from the front-end only, determined from

the inverting and non-inverting output voltages when the input transistor is biased well below

threshold is 15 mV. Assuming that there is no systematic mismatch between the front-ends, one

can state with 95% confidence that the standard deviation in the contribution of the front-end to

the offset voltage is greater than 7 mV. A larger sample set is required to estimate an upper

bound on the offset voltage. Nevertheless, the lower bound is large enough to support the

argument that offset voltages are important in smart-pixel receivers.
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Figure 7-14: DC transfer characteristics of the prototype clock receiver circuit
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High frequency characterisation

The high-frequency measurements on the buffered output of the receiver demonstrated

experimentally that the speed of operation was indeed limited by the transit frequency of the

input test transistor (Figure 5-5) and, to a lesser extent, by the bandwidth of the current mirror

in the post-amplifier transconductance stage.

The evidence that the transit frequency was the limiting factor comes from the asymmetry in

the jitter on rising and falling transitions on the input voltage: the amount of pattern-dependent-

jitter was greater in the falling edge. When the input voltage is high, the transit frequency of the

PMOS transistor that forms the test structure is lower and so its output current takes longer

(more bit-periods) to reach its equilibrium value. The current into the front-end at the onset of

the falling edge therefore depends on the number of preceding bit-periods in which the input

voltage has been high. In contrast, when the input voltage is low, the transit frequency of the

PMOS transistor is higher and the output current can reach its equilibrium value within fewer

bit periods.

The jitter produced by a falling edge in the input voltage is illustrated in the oscilloscope trace

in Figure 7-15 (a) which shows the response of the circuit to a falling edge on one of the

differential inputs (VCLK+) while a DC bias is maintained on the other differential input

(VCLK-) to maintain the correct decision threshold4. The trace shows the response for two data

patterns which should give the early and late extremes for the falling transition: a long

sequence of ones followed by a zero (latest falling edge) and a long sequence of zeros followed

by a single one and a zero (earliest falling edge). These two edges are not coincident indicating

that the bandwidth of the circuit is not sufficient to allow the circuit voltages and currents to

reach equilibrium values within a bit period.

Increasing the gate-source overdrive voltage by reducing the high-level input voltage, while

holding the low-level input voltage constant was also found to significantly reduce the jitter in

the falling edge even though this also reduces the differential input current swing (Figure

7-15 (b)5). This is consistent with the increase in transit frequency in the input high state. In

itself, this trend could also be qualitatively explained in terms of an increase in front-end

                                                     
4 By operating the circuit in single-ended mode and applying the signal to the branch of the

circuit that does not pass through the current mirror, the bandwidth limit of the input transistor

and front-end can be examined in isolation.
5 The DC bias was optimised separately for each value of the high-level input voltage such that

the rising edge crossed the falling edge in the centre of the eye diagram. However, changes in

the bias only had a small effect on the amount of pattern-dependent-jitter in the falling edge.
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bandwidth produced by the reduction in the front-end feedback resistance at higher mean input

currents shown in the DC characteristics. However, this explanation is unlikely because a

significant reduction in jitter was produced by changes in the high input voltage that only

produced a small shift in the mean input current. For example, reducing the high input voltage

from 3.9 V to 3.8 V only slightly increased the mean common-mode photocurrent from

1.33 µA to 1.36 µA but reduced the jitter by approximately 10%.

These results provide reasonably conclusive evidence that the transit frequency of the input test

transistor, and not the receiver itself, is the main performance limiting factor of the circuit.

However, the results also show that the jitter is greater when the signal is applied to the

inverting clock input (Figure 7-15 (c) and (d)). The only asymmetry in the inverting branch is

that the signal passes through the cascode current-mirror in the post-amplifier transconductance

stage. Thus, the bandwidth of the current-mirror must also be a limiting factor; at frequencies

well above the cut-off of the mirror, as much as half of the differential signal will be attenuated

at in the normal differential mode of operation. However, as has already been discussed, this

bandwidth limit was identified in more detailed simulation of the initial design and corrected in

the design included on the final switching chip. The simulated mirror bandwidth in the revised

design is about 650 MHz, well in excess of the requirement.

The common-mode rejection inherent in a differential circuit made it possible to partially

overcome the bandwidth limit of the input test transistors by biasing the two input transistors

well above threshold to increase the transit frequency. Figure 7-16 shows eye diagrams

obtained from the buffered output of the clock receiver operated in differential mode with a

current swing on each input of 5 µA. Relatively clean eye diagram obtained up to 100 Mbit/s

with closure at 125 Mbit/s when the input transistor is prebiased with a voltage of 3.0 V in the

high state. The pattern dependent trajectory in the rising edge is due to the I/O pad driver and is

the primary factor limiting the eye diagram. The same characteristic shape of rising edge was

shown by transistor level simulations of the I/O pad drivers, although the rise time of the edge

shown in the simulations was shorter. Without the common-mode bias (Figure 7-16 (d)), there

is pattern-dependent-jitter in the falling edge and, to a much lesser degree, the rising edge. In a

perfectly balanced differential circuit, one would not expect any asymmetry between the rising

and falling edges. The asymmetry can again be attributed to the limited bandwidth of the

cascoded current mirror. Because the signal in the inverting branch is significantly attenuated

by the mirror at high-frequencies, the jitter is determined primarily by the signal on the non-

inverting input. The falling edge in the output corresponds to the falling edge in the non-

inverting input voltage, which is the slower of the two transitions due to the lower transit

frequency in the high voltage state as explained above.



(a) pulse on VCLK+, 3.9 V high input voltage

(b) pulse on VCLK+, 3.4 V high input voltage

(c) pulse on VCLK-, 3.9 V high input voltage

(d) pulse on VCLK-, 3.4 V high input voltage

Figure 7-15: Origin of frequency limitation on clock receiver circuit. The traces show the voltage waveform at the output of the clock receiver for the two input data
patterns that produce the latest and earliest falling edge with a signal applied to only one of the differential inputs. The output voltage is non-inverting with respect to a

voltage swing on VCLK+ and inverting with respect to a voltage swing on VCLK-. The pulse frequency is 80 MHz.



(a) 50 Mbit/s – with common-mode bias

(b) 75 Mbit/s – with common-mode bias

(c) 100 Mbit/s – with common-mode bias

(d) 75 Mbit/s – without common-mode bias

Figure 7-16: Clock receiver eye diagrams with and without a common-mode voltage bias on the test input transistors
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The operation of the clock receiver with an input signal similar to the input signal that is

required to operate the SPOEC switching chip was also tested. A repetitive sequence consisting

of 8 return-to-zero pulses followed by 24 zeros was applied. At frequencies up to a certain

maximum, the four-state counter produced a stable divided output as shown in Figure 7-17.

Slightly above this frequency, the counter occasionally slipped one state, resulting in an

unstable waveform on the oscilloscope display. Stable operation for ten seconds was the

criterion used to define an upper limit on the frequency of operation; however, there was a

rapid transition between a completely stable waveform and an unstable waveform as the

frequency was increased.

Figure 7-17: Divided clock output with 100 MHz RZ input pulses. Upper trace is the

counter output; lower trace is a trigger signal.

The increase in the maximum operating frequency with a prebias on the input transistor

provides further evidence that the test transistor is responsible for the limit in high-frequency

performance. Without prebiasing the input transistor (input voltage swing between 3.90 V and

2.25 V), the maximum pulse frequency for stable operation was 65 MHz; this increased to

95 MHz with an input voltage swing between 3.00 V and 1.93 V. In both cases, the input

current swing on each input was 5.0 µA with a input high current of 0.05 µA and 1.75 µA

respectively. Marginally faster operation to 105 MHz was possible by using an inverted input

pattern with 8 return-to-one pulses followed by 24 ones.
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The sensitivity of the circuit with prebias at the fixed operating frequency of 100 MHz was

1.6 µA current swing on each input. This result was obtained with an input voltage swing

between 2.28 V and 2.66 V corresponding to a current swing between 3.0 µA and 4.6 µA. At

larger gate-source drive voltages, it seemed that the benefit gained from the increase in the

transit frequency of the test transistor was offset by the reduction in the transconductance of the

second-stage input transistors at higher common-mode input currents. This sensitivity, if it can

be obtained without prebias in the final implementation of the circuit with optical inputs, is

well within the system specification of 3.5 µA.

7.6.7 Evaluation of the design

Whilst certain details of the front-end, such as the biasing scheme for the feedback resistor, are

of some wider relevance, this design is of value primarily as an illustration of the practical use

of the transconductance-transimpedance post-amplifier structure in a smart-pixel application.

It demonstrates that it is possible to implement a post-amplifier with a gain that is reasonably

well controlled with respect to process variation using only standard transistors while still

achieving a high gain-bandwidth product. This is an advance over the design considered in

Section 7.4.

It also demonstrates that the technique can be applied to an electrically differential receiver

circuit. However, the circuit, as it stands, does not allow one of the main benefits of a

differential receiver circuit to be realised: it is not possible to split the front-end and post-

amplifier power supplies in order to reduce switching noise because of the low operating point

of the front-end. Simple variants of the design using, for example, a conventional CMOS

operational transconductance amplifier for the transconductance stage would provide this

benefit.

Alternative approaches do exist. No comparison has been made against the more conventional

technique of using a low-gain source-coupled differential amplifier with a resistive load [275].

This structure has an inherently limited output voltage swing and can be used to construct a

limiting amplifier with a much more non-linear gain characteristic than a simple CMOS

inverter for low input voltage swings. It was not evaluated for this system.

The design provides further evidence that the high gain-bandwidth product of this circuit

structure is useful. However, the analysis of Chapter 6 has already shown that, in advanced

CMOS technologies, offset voltages may be the primary factor limiting circuit performance,

rather than post-amplifier gain-bandwidth product. To fully exploit the benefits of the circuit

technique, it will be necessary to adapt the designs presented in this chapter to provide a low-

frequency cut-off.
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In more specific terms, the simulations of the design suggest that it will come close to fulfilling

the requirements of the SPOEC system. Although limitations of the test circuitry have

prevented experimental verification of the design at the target operating frequency, all tests that

have been possible have produced results that can be explained in terms of factors which will

not affect the final design. Although a number of modifications have been made in the final

circuit6, it is reasonable to anticipate that the final design will perform at least as well as the

prototype.

7.7 Conclusion

In this chapter, the transconductance-transimpedance circuit approach has been applied for the

first time to post-amplifiers in smart-pixel receiver circuits.

The theoretical gain-bandwidth advantage that provides the motivation for considering the

circuit technique has been reviewed. A simple implementation using a well resistor, suitable for

smart-pixel circuits, has been proposed. A detailed comparison against a conventional

wideband low-gain voltage amplifier structure, taking into account practical considerations

such as process variation, has shown that the technique can indeed provide improved sensitivity

in high-speed circuits at some cost in power consumption and layout area. However, process

variation reduces the performance advantage in this simple design.

A modified structure which gives performance that is less sensitive to process variation has

been applied in the two-beam, electrically differential clock receiver for the SPOEC switching

chip. Preliminary experimental results from a prototype implementation in 0.6 µm CMOS,

tested with electrical inputs, have verified that the design operates correctly with a 100 MHz

RZ clock input with a peak differential input current swing of 1.6 µA per photodiode, although

the high-frequency performance has been degraded by limitations of the circuitry used to

provide the electrical current inputs. A revised version of the circuit designed for optical inputs

has been fabricated and, at the time of writing, testing is awaiting flip-chip assembly of the

optoelectronic devices. Simulations indicate that the revised design will operate at 250 MHz

with a photocurrent of 3.5 µA.

                                                     
6 The increase in photodiode capacitance is not expected to have a big impact on performance;

the high gain of the cascode stage means that the bandwidth is largely determined by the

feedback capacitance.
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Chapter 8

Electrical crosstalk in large photoreceiver arrays

8.1 Introduction

Previous chapters have considered how the problem of designing a photoreceiver circuit is

altered by the constraints imposed on power consumption and layout area by the need to

integrate a large number of circuits on a single chip. However, the performance of the resulting

receiver circuits has been considered in isolation.

A second major difference in the design of large arrays, as opposed to single receivers, is the

possibility of interaction between the receiver circuits. Experimental evidence [276] has shown

that simultaneous operation of receivers in an array significantly degrades performance; for

example, Woodward et. al. report a 2.5 dB reduction in the sensitivity of an individual channel

in an array of 50 two-beam smart-pixel receivers when all channels in the array are active in

comparison to the sensitivity when the channel is tested in isolation. The shared power supply

network has been proposed as a mechanism for this degradation. It has already been noted in

chapter 3 that demonstration of simultaneous operation of a terabit/s scale optical interface is a

significant outstanding research goal, and a full understanding of crosstalk is essential if robust

operation of arrays of this scale is to be achieved.

This chapter makes progress towards this goal by analysing the problem of crosstalk between

receivers in large arrays as a result of a shared power supply network. The problem is tackled in

two stages: first, the sensitivity of a simple smart-pixel photoreceiver circuit to voltage noise on

its power supplies is analysed and discussed in relation to the main receiver design variables

such as photodiode capacitance; then, a method for estimating the supply voltage noise from

the magnitude of the switching transients generated by other receiver circuits and a simplified

model of the power supply network impedance is presented. Finally, using the results of these

two sections, an order of magnitude estimate of the input referred noise resulting from crosstalk

in an example circuit loosely modelled on the SPOEC switching chip is made. This calculation

is not intended to provide accurate quantitative predictions of the crosstalk in the SPOEC

system; rather, it is intended to illustrate a method by which crosstalk can be fully analysed in

future designs, and to identify the most important sources of crosstalk as a guide to how best to

improve the crosstalk immunity of existing receiver designs.

The analysis confirms that crosstalk is indeed an extremely important issue in the design of

large receiver arrays; some of the techniques that might be used to control the problem are

discussed. In particular, the measures adopted in the SPOEC system to partially control the

crosstalk are described. These measures are not in themselves expected to be sufficient to
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completely eliminate crosstalk from the final system: a detailed understanding of the crosstalk

problem was not achieved until well into the system design process by which time important

system specifications that could have been adjusted to allow for crosstalk, in particular the

receiver sensitivity, had been fixed. The measures were retrofitted to an existing receiver

design and, in future, it would be more appropriate to redesign the circuit taking into account

the analysis presented in this chapter from the outset.

Whilst this chapter falls somewhat short of providing a complete analysis of and solution to the

crosstalk problem, it nevertheless identifies the main issues that must be considered and is a

useful starting point for future receiver array designs.

8.2 Analysis of supply sensitivity

8.2.1 Basic approach

The sensitivity to supply noise is analysed by considering the signal coupled onto a ‘quiet’

receiver in which the input photocurrent is not changing. The signal is expressed in terms of an

input referred photocurrent, which is calculated by dividing the signal produced by the supply

voltage noise at the input to the decision stage by the overall DC transimpedance gain of the

receiver. The problem of power-supply noise induced jitter is not considered although it is also

an important issue.

The receiver circuit considered is typical of smart-pixel designs. It consists of a front-end, a

single-stage post-amplifier and a decision stage, each based on a complementary inverter

(possibly including gain-broadening transistors). The output of the decision stage drives a gate

connected to the digital supply. This model is appropriate for the SPOEC data receiver

described in chapter 5 and the Lucent smart-pixel receivers described in chapter 4.

For generality, we initially assume that each of the four stages uses a separate power supply

and subsequently discuss the consequences of using a common supply for subsets of these

stages. A separate detector bias is also assumed; this is consistent with the approach adopted in

most hybrid CMOS/QCSE modulator smart-pixel circuits to date, in which a separate bias

voltage is required to allow the detector absorption peak to be tuned to the wavelength of the

incident light, although the analysis shows that this approach may not be ideal from a crosstalk

point of view.

To simplify the analysis, the detector bias terminal is grounded and the noise expressed in

terms of the differential-mode and common-mode voltage on the pairs of power supply

terminals. It is possible to analyse the supply sensitivity in terms of any set of linearly

independent voltages. However, differential-mode and common-mode voltages with respect to

the detector bias are an appropriate choice for a reasonably symmetric complementary inverter
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front-end because, as the analysis will show, the sensitivity to common-mode noise is much

greater than the sensitivity to differential-mode noise. This choice of variables also has several

advantages when the impedance of the power supply network is analysed.

switching
impedance
matrix

[Z]

transients

ATHVDD

ATHGND

AVDD

AGND

APVDD

APGND DGND

DVDD

quiet receiver active circuits

[Vn]

[In]

DETBIAS

equivalent input noise = [Yn][Vn] = [Yn][In][Z]

power supply
network

Figure 8-1: Pictorial overview of approach to analysing power supply noise

Figure 8-1 illustrates the overall approach to the power supply noise analysis. The switching

transients [In] generated by the active receivers through the impedance [Z] of the supply

network produce a voltage noise [Vn] on the supply terminals. In this section, the vector of

noise transfer admittance [Yn], which relates the noise on the 8 independent supply voltage

variables to the input referred noise current, is derived.

8.2.2 Front-end

The analysis method for sensitivity to power supply noise is similar to the standard technique

for calculating the effects of random noise [277].

The circuit with a noise voltage υN applied to the power supply terminals can be rewritten in

terms of a circuit without any noise voltage applied with two noise generator current sources

iN1 = gN1υN and iN2 = gN2υN added (Figure 8-2). gN1 and gN2 represent the current coupled into the

output and input nodes of the amplifier.
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Figure 8-2: Small-signal model used to analyse supply crosstalk

In the case of common-mode voltage noise, we have that:
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where C′IN = CIN - CPHOTO is the input capacitance not associated with the photodiode.

In the case of differential voltage noise, we have that:
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where the total transconductance, load capacitance and input capacitance have been expressed

in terms of the components associated with the positive and negative supply:
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and where gX, CX and CY have been defined as short-hand to represent half the difference

between these components.

The generator current sources are related to the output from the post-amplifier using the z-

parameters of the front-end circuit in the absence of supply noise:

222121 NNOUT iziz +=υ (8.4)

where



183

)(

)(11

)()(

11

22

21

sP

CCsR

gg
z

sP

R

sPgg

Rg
z

INFF

dsm

F

dsm

Fm

++
+

=

−
≈

+
−

=
(8.5)

and P(s) represents the poles of the front-end transfer function normalised to P(0)=1.

Straightforward simplification with reasonable approximations gives the coupled signal

referred back to the input:
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where the current into the amplifier is defined as positive and where HPOST-AMP(s) is the transfer

function of the post-amplifier normalised to HPOST-AMP(0)=1.

At low frequencies, the rejection of differential-mode voltage noise is high but common-mode

noise couples one-to-one onto the receiver output. The differential-mode noise is proportional

to the ratio of the difference between the NMOS and PMOS transconductances to the overall

transconductance, which is close to zero for a nominally symmetric inverter.

However, the high-frequency noise rejection is a more serious problem. There is a zero in the

noise transfer admittance at a frequency of ω = 1 / RFCPHOTO. Above this frequency, the noise

transfer admittance increases linearly with frequency until the cut-off in the combined

frequency response of the front-end and post-amplifier is reached. The noise in this frequency

range is equivalent to that produced by direct capacitive coupling through a capacitor of value

CPHOTO in the common-mode case and a small fraction of CPHOTO in the differential-mode case.

The qualitative behaviour of the noise transfer admittance as a function of frequency is shown

in Figure 8-3, assuming that the overall photoreceiver has a second-order transfer function. It

can be seen that, at the worst case frequency slightly below the cut-off of the receiver, the noise

transfer is approximately a factor of A+1 higher than the DC value where A is the voltage-gain

of the front-end amplifier (A+1 is the factor by which the input time constant formed by the

photodiode and the feedback resistor is reduced by the negative feedback of the front-end

amplifier). In practice, the factor is somewhat less than this because of the contribution of other

time constants to the overall response.
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Figure 8-3: Qualitative behaviour of front-end noise transfer admittance

The worst-case high-frequency noise transfer admittance can be used to make some general

statements about how the overall noise susceptibility is related to the receiver design variables.

In the simple case where the photodiode capacitance dominates the frequency response, an

upper bound on the signal-to-noise ratio in terms of the noise voltage υN on the front-end

supply is given by:
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where k is, for the common-mode and differential-mode cases respectively, kCM = 1 and

kDM = gX / (gm+gds) and where VMIN is the minimum signal required at the output of the front-end

as defined in chapter 4. Thus the susceptibility of this simple receiver design to power supply

noise is largely determined by the front-end gain and VMIN which are both directly related to

switching energy at a fixed photodiode capacitance. The photodiode capacitance does not in

itself affect the signal-to-noise ratio; although the equivalent input current noise produced by a

given amount of supply noise increases in proportion to the photodiode capacitance, the

minimum input current signal required to produce a signal VMIN at the front-end output in the

absence of crosstalk increases by the same factor. Recall from chapter 4 that typical values of

VMIN and A were around 200 mV and 20; thus, as a first-approximation, the common-mode

voltage noise relative to the photodiode bias at the amplifier cut-off frequency must be less

than about 10 mV. This is a demanding constraint in a noisy digital environment. The

constraint on the differential-mode voltage noise is less severe because a symmetric inverter

design can be used to achieve a low value of kDM. Independent process variation of the NMOS

and PMOS transistors will limit the value that can be achieved; sample simulations give a

spread of -0.03 to 0.06 for a nominally symmetric inverter. The nominal value of kDM in the

SPOEC data receiver, which did not use a perfectly symmetrical inverter, was 0.2.
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8.2.3 Second-stage

The same technique can be used to analyse the supply sensitivity of the post-amplifier. The

small signal model is shown in Figure 8-4.
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Figure 8-4: Small-signal model of post-amplifier used to analyse supply crosstalk

The common-mode and differential-mode noise generators are:
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and the input referred noise currents are:
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where the total load capacitance CL2 comprises a capacitance to the post-amplifier supplies CL22

and a capacitance to the decision stage supplies CL23. A2 = -gm2 / gL2 is the DC gain of the post-

amplifier. In both cases, the zero is (slightly) above the cut-off of the post-amplifier and the

noise coupling is thus determined primarily by the DC shift in operating point.

Low-frequency common-mode voltage noise couples approximately one-to-one onto the post-

amplifier input signal. If  the post-amplifier supply is shared with the front-end, then the larger

part of the low-frequency common-mode noise transfer admittance cancels with the

corresponding term in the front-end to leave an overall low-frequency noise transfer admittance

of -1 / (RFA2).

The differential-mode noise transfer admittance is again much smaller and will cancel in the

same way when a shared supply is used if the inverter ratio is the same1.

The noise generator associated with the current coupled through the input capacitance of the

post-amplifier, which would appear in the same place as iN2 in the front-end circuit, has been

neglected. The justification for this is that, unless the voltage noise on the post-amplifier supply

                                                     
1 In a single-ended receiver, the inverter ratio may differ in order to introduce a fixed threshold.

However, the inverter ratio is the same in the SPOEC data receiver as discussed in chapter 5.
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is very much greater than the voltage noise on the front-end supply, this contribution to iN2 will

be smaller than that due to the front-end supply noise.

Overall, the noise transfer admittance for the post-amplifier supply is significantly lower than

for the front-end.

8.2.4 Decision stage

The switching characteristic of the decision stage together with the signal swing at its input

determines the overall noise margin of the data link. As discussed in chapter 4, the decision

stage requires a minimum input signal swing centred about its switching point to produce a

fully restored output level with an acceptable edge time. This minimum input signal defines an

upper and a lower switching threshold. The noise transfer admittance is then determined by the

shift in these switching thresholds, as a function of the differential and common-mode supply

noise, referred back to the input.

Assuming the thresholding inverter is followed by a second inverter connected to the same

supply to clean up the signal, a common-mode voltage shift produces an equal and opposite

equivalent voltage swing at the post-amplifier output. Referred back to the input this gives a

noise transfer admittance of:
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which cancels with the low-frequency component of the post-amplifier and front-end terms if

all three stages are connected to the same supply.

Differential-mode noise is analysed in the same way as in the post-amplifier. Although the

decision stage is a large signal circuit, a small-signal analysis is still appropriate for a quiet

receiver. The differential noise rejection is again good for a symmetric inverter and dominated

by the low-frequency behaviour. Delay sensitivity is a separate issue and it may be that the

jitter performance of the decision stage sets the constraint on maximum allowable differential

noise.

8.2.5 Digital stage

The input to the first digital gate could be analysed in exactly the same way as the decision

stage. However, the output signal from the decision stage is a rail-to-rail swing digital logic

level and, provided the digital power supply network has been adequately designed, the

interface should be relatively immune to common-mode noise. The interface between the

decision stage and the first digital gate is not considered further in this chapter.
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8.2.6 Optimum partitioning of power supplies

In this section, the advantages and disadvantages of using a common power supply for some or

all of the receiver stages are discussed.

As shown in the analysis above, an advantage of using a common power supply is a reduced

susceptibility to low-frequency common-mode voltage noise. The issue of a DC common-mode

shift is particularly relevant at the interface between the front-end and the post-amplifier where

the signal amplitude is small. Although the common-mode DC voltage between the two stages

should be zero in the ideal case where the resistance of the positive supply connection is

identical to the resistance of the negative supply connection, some asymmetry in the resistance

is inevitable in practice2. This, together with the fact that the current transients in both stages

are relatively small, makes it attractive to join the two supplies together. In the remainder of

this chapter, it is assumed that this is the case. The common supply is referred to simply as the

“front-end” supply from now-on.

Connecting the decision stage to the front-end supply is also possible. However, the transient

component of the decision stage supply current is comparable with the static DC component. It

is therefore reasonable to anticipate that the high frequency common-mode voltage noise

introduced by the decision stage on a shared supply would be comparable to the low frequency

component. Since the high-frequency common-mode noise susceptibility of the front-end is

much worse than the low-frequency common-mode susceptibility of the front-end/post-

amplifier combination, it would seem, on balance, it makes sense to separate the decision stage

supply. This is assumed in the analysis that follows. The case is not as clear-cut as that for

joining the front-end and the post-amplifier supplies, but the assumption is partially vindicated

by the voltage noise estimates in section 8.4.3.

The optimum partitioning of the supplies in different receiver designs, in particular in

electrically differential circuits, could well be different.

8.3 Estimation of voltage noise

8.3.1 Introduction

This section discusses a method for calculating the voltage noise on the receiver power supply

in an array of receivers from estimates of the transients in the receiver power supply current

together with a description of the power supply distribution network. The receivers are assumed

                                                     
2 The DC current of these stages is large and results in a significant DC differential-mode

voltage drop across the supplies; consequently, a small relative mismatch in the resistance of

the positive and negative supplies will produces a significant common-mode voltage drop.
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to be distributed in an array across an area of an integrated circuit with external power supply

connections at the edge of the array.

The voltage noise is estimated from the response of the power supply network to the current

transient produced when all the receivers switch in the same direction simultaneously. This

scenario will produce the largest peak current and, if the voltage transients produced by an

input step persist for less than one bit period, it will also give a worst-case estimate of the

voltage noise. If the voltage transient persists for several bit periods (for example, if there is a

resonance in the power supply network) then the worst-case voltage noise could be somewhat

higher than this estimate.

The steps in the analysis are as follows:

1.  a simplified equivalent circuit of a single receiver cell that captures the main behaviour of

the power supply current transient is established;

2.  the distributed array of receiver circuits is reduced into a Norton equivalent circuit,

comprising a set of current sources and a simplified admittance matrix representing the on-

chip power network, with the package pins as the external connections;

3.  techniques for modelling the package impedance are discussed;

4.  the admittance matrix of the Norton equivalent circuit of the on-chip network is

incorporated into the impedance matrix of the external package to obtain an overall

impedance matrix that allows calculation of the voltage noise at the pin from the Norton

current sources;

5.  the voltage noise at a receiver in the interior of the array is calculated from the voltage noise

at the package pin.

8.3.2 Equivalent circuit of a receiver cell

The receiver cell has seven power supply terminals: front-end supplies AVDD/AGND, decision

stage supplies ATHVDD/ATHGND, digital supplies DVDD/DGND and detector bias

DETBIAS.

The relationship between the terminal voltages and currents of the receiver cell could be

completely described by a seven-terminal Norton equivalent circuit consisting of a time-

dependent current generator at each terminal and a 7×7 indefinite admittance matrix. The

current generator functions can be obtained by measuring the current waveform drawn from a

perfect voltage source in a transient simulation. To make the analysis of the power supply

network analytically tractable, some entries in the indefinite admittance matrix must be

neglected.
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The simple model used in the analysis that follows assumes that the receiver circuit itself

consists of perfect current sources and that the only entries in the indefinite admittance matrix

come from the explicit decoupling capacitance included in the cell. Whether or not this

approximation is sufficiently accurate for quantitative prediction of the power supply noise has

not been examined in detail; however, it should be adequate for its intended purpose of

providing a qualitative estimate of the importance of crosstalk in receiver arrays. Implicit in

this approximation is the assumption that the voltage transient on the receiver power supply is

small enough that it does not significantly effect the magnitude of the current transient.

We define currents IAGND, IAVDD, IATHGND, IATHVDD, IDGND, IDVDD and IDETBIAS to represent the current

flowing into the power supply network as shown in Figure 8-5. The sign of the currents is

defined to be positive going into the power supply network and so IAVDD, IATHVDD and IDVDD would

be expected to be negative.
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Figure 8-5: Definition of receiver power supply currents and receiver equivalent circuit

Rather than analysing the problem in terms of these terminal currents, it is convenient to use a

new set of linearly independent current variables that are obtained from a suitable linear

combination of the original set. The main disadvantage of using the original terminal currents

is that, because current must always flow in a loop, a given physical source of current (such as,

for example, the current between the source and the drain of a transistor) will contribute equal

and opposite transients to a pair of terminals. In certain parts of the analysis, the voltages

produced by these opposite components can cancel (for example, if the mutual inductance

between a certain pin and both DVDD and DGND is similar, then the induced voltage on that

pin due to a differential-mode transient in the digital supply current will be small). Whilst an

analysis in terms of the original current variables still gives the same result for the voltage
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transient provided all signs and coupling impedances are correctly taken into account, it does

not give much insight into the relative contribution of the different physical sources of current.

The new set of six current variables chosen to describe the receiver circuit correspond to the

following distinct physical sources:

1. IADM: the differential-mode current through the front-end and post-amplifier.

2. ITDM: the differential-mode current through the decision stage resulting primarily from the

short-circuit current as the inverter passes through its switching point.

3. IDDM: the differential mode current through the digital supplies (including that due to the

logic circuitry outside the receiver).

4. IDETBIAS: the photocurrent transient through VDETBIAS.

5. IAT: the current flowing from the front-end supply to the decision stage supply that is used to

charge up the input capacitance of the decision stage.

6. ITD: the current flowing from the decision stage supply to the digital supply that is used to

charge up the input capacitance of the first digital gate. This current must produce a full-rail

voltage swing with a sharp edge across the input capacitance and thus is relatively large.

The differential-mode currents are defined by:
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and the common-mode currents are defined by:
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++=

+=
(8.12)

where Kirchhoff’s current law has been applied to Figure 8-5 (a) to relate these currents to the

original current variables.

These transformed current variables are particularly useful in conjunction with the transformed

differential and common mode voltage variables that were used to analyse supply sensitivity in

Section 8.2. Provided the impedance of the positive and negative supplies of each pair is

similar, an impedance matrix written in terms of the new voltage and current variables should

be approximately diagonal i.e. the main effect of a differential-mode current should be a

differential-mode voltage transient on the same supply.
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The simulated current transients in response to an input step are shown in Figure 8-6 for the

SPOEC data receiver in terms of the transformed current variables. Notice that some current

transients are much larger than others: in particular, the transients associated with the decision

stage are much larger than those associated with the front-end.

8.3.3 Modelling of receiver array power supply network

The on-chip power supply network is analysed by reducing the distributed array of power

supply wires and receiver circuits into a lumped Norton equivalent circuit. This equivalent

circuit allows the voltage transient at the edge of the chip to be calculated. The particular

network used in the analysis is based on that used in the SPOEC system but is representative of

that required by smart-pixel circuits in general.

The form of the on-chip supply network is as follows: the receivers are distributed across a

two-dimensional array and the power supply rails are fed from opposite edges of the chip (say

top and bottom) and connected to the package by means of wire bonds round the periphery; it is

assumed that the use of flip-chip bonding for optoelectronic devices prohibits the use of flip-

chip connection for the power supply network. The power supply rails are split in the centre of

the chip such that the ends of the power supply rails furthest from the external connections are

open-circuit. Only the series resistance and the shunt capacitance of the on-chip power supply

rails are modelled. The inductance of the on-chip power supply rails is neglected. Explicit

decoupling capacitance is included in the model of the receiver circuit as discussed in section

8.3.2
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Figure 8-6: Simulated switching transients in SPOEC data receiver in terms of

transformed current variables for rising and falling step inputs with an edge time of 1 ns

and an amplitude of 5 µA

For simplicity, the power supplies are assumed to be electrically isolated; in particular, the

finite admittance of the substrate is neglected. This would be appropriate for a twin-well
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process with a high-resistivity substrate. Further analysis is required to determine how

appropriate this model is to a process that uses a lightly-doped epitaxial layer on top of a

degenerately doped bulk3.

The detector bias voltage is assumed to be provided by a dedicated plane on the optoelectronic

chip, similar to that used in the SPOEC detector arrays, with negligible impedance. Extension

of the analysis to include a finite distributed resistance is straightforward.

The first step in the analysis is to reduce the distributed circuit of N receivers and decoupling

capacitance in a single column to a single seven-port network.

The Norton equivalent circuit of a column of receivers could be obtained by direct simulation

of a linear array of receiver cells in conjunction with a full model of the power supply network

but an approximate analytic treatment of the problem gives more insight into the effect of

design variables on the problem. The discrete linear array of receiver cells is approximated by a

uniformly distributed transmission line. The detailed analysis of the problem is presented in

Appendix 8.7. The model of the circuit at the edge of the chip is shown in Figure 8-7. The

effect of the decoupling capacitance and the resistance of the power supply rails is to low-pass

filter the differential mode current transient on the three supplies with a transfer function H(s).

It also adds an admittance between the terminals of the three power supply pairs that can be

approximated by a resistor in series with a capacitor. The resistor has value 2 R / 3 where R is

the series resistance of a single power supply rail between the edge and the centre of the chip

and the capacitor has value of C where C is the total decoupling capacitance connected in

parallel with the column. Subscripts A, T and D denote the resistance and capacitance of the

analogue front-end, thresholding stage and digital stage respectively. The transfer function H(s)

is given approximately by:

CRs
sH

3/21

1
)(

+
= (8.13)

                                                     
3 The layout of the SPOEC data receiver used separate n-wells for the front-end, decision stage

and digital logic and isolated the front-end p-substrate by surrounding it with an n-well.

However, the p-substrate contacts of the decision stage transistors are near to some p-substrate

contacts of some digital transistors and, consequently, the isolation between DGND and

ATHGND may not be that high.
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The common-mode currents IDETBIAS, IAT and ITD are not filtered.

Having derived a lumped equivalent circuit of a single column of receivers, it is straightforward

to combine several columns connected in parallel to the same pin by multiplying the current

source and the admittance by the number of pins, assuming that the impedance of the power

supply tracks at the edge of the array is negligible.

This analytic treatment is useful for design purposes but for final verification of the power

supply noise in a particular design, it would be desirable to perform a full transient simulation

of a single column of receivers that includes a full description of the power supply network

including effects that are more complicated to treat analytically such as substrate coupling.

8.3.4 Modelling of package impedance

Modelling technique

The package impedance is included by calculating its full impedance matrix.

The most important contribution to the package impedance comes from the inductance of the

package pins. Both self- and mutual inductance are important in this problem: not only does the

magnitude of the current transients on the different power supplies vary over several orders of

magnitude (and so a transient on say a digital supply could still upset the sensitive analogue

supply even if the coupling between the supplies is weak) but there is also substantial current

flow between supplies (described by IDETBIAS, IAT and ITD). It does not therefore make much sense

to talk about the ‘inductance’ of an individual power supply because the overall loop

inductance depends on the path taken by the current and hence inherently depends on the

mutual inductance between pins4.

                                                     
4 If the package contains a ground plane that is separated from the power supply rails by a

height that is small in comparison to the pitch of the connections such that the coupling to the

ground-plane is much stronger than the coupling to nearby pins then it would make sense to

talk about the inductance of individual pins.
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The package must therefore be modelled by a full N×N inductance matrix [ Lij ] relating the N

terminal voltages [Vi] to the N terminal currents [Ij] according to:

[ ] [ ][ ]jiji ILsV = (8.14)

and where the mutual inductance Lij between pins i and j is related to the self-inductance Lii and

Ljj of the two pins by a coupling coefficient Kij that is between -1 and 1.

jjiiijij LLKL = (8.15)

The inductance matrix can be obtained using both numerical [278][279][280][281] and

experimental [282] techniques.

As explained in Section 8.3.2, it is possible to analyse the problem using the package

inductance matrix in equation (8.14) directly. However, to provide more physical insight into

the origin of the voltage noise on the power supplies, the equation is rewritten in terms of the

transformed currents and voltages and a new inductance matrix that is derived from the original

package inductance. The procedure for transforming the inductance matrix is outlined in

Appendix 8.8.

The actual package used for the SPOEC switching chip has not been modelled in detail.

Instead, the crosstalk calculations in this chapter use the inductance matrix of a different

package, modelled by Damon [283], with a pin assignment that is loosely based on that used in

the actual SPOEC circuit.

The use of an inductance matrix of a different package cannot be expected to provide accurate

numerical estimates of the crosstalk in this particular system and would be unacceptable in the

design of a new system. Nevertheless, the package is sufficiently representative of the system

for it to provide a meaningful order of magnitude estimate of the scale of the crosstalk problem.

It should be noted that the requirement to use a full inductance matrix in the modelling of the

packaging impedance was not appreciated at the time of the initial circuit design; the

calculations in this chapter were performed after the design had been completed.

Description of SPOEC packaging scheme

The SPOEC circuit was packaged in a 256-pin cavity up multilayer ceramic pin-grid array

(PGA) package without internal ground planes. The cavity size was 16.0 mm × 16.0 mm. The

choice of package was constrained by the die size and the requirement for a cavity-up geometry

imposed by the optomechanics. The overall dimensions of the carrier were

50.8 mm × 50.8 mm. The estimated height between the plane of the package bond pads and the

printed circuit board is 6 mm. The bond pads were arranged in two tiers of 32 on each side of

the cavity.
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Analogue power supply pins were located at the top and bottom edges of the package. Each

half-column of four super-pixels had two pairs of AVDD/AGND pins, one DETBIAS pin, one

pair of DVDD/DGND pins and half a pair of ATHVDD/ATHGND pins. One period of the

pattern of on-chip bond pads, which repeated after every two columns of super-pixels, is shown

in Figure 8-8. Two pairs of AVDD/AGND supplies were required per super-pixel to achieve an

acceptable DC voltage drop across the tracks at the edge of the chip connecting the columns of

receivers to the pin. The left- and right-hand sides of the package were used for the digital logic

signals and additional digital power supply pins.

The location of the power supply pins were chosen in an attempt to minimise coupling on to the

quiet supplies. Where possible, adjacent pads were used for the positive and negative terminals

of each supply in order to reduce the loop inductance for differential-mode current and to

minimise mutual inductive coupling of differential-mode current onto other pins5. The detector

bias pad was located as far as possible from the digital supply pairs and surrounded by the two

relatively quiet AVDD/AGND supply pairs.
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Figure 8-8: Sequence of on-chip bond pads used for the analogue power supplies in the

SPOEC system

Description of carrier used for inductance model

The carrier modelled in [283] and assumed in this analysis is a 68-pin ceramic quad-flat-pack

(Figure 8-9). The nine package pins located at the centre of one side of the carrier are assigned

to one half-column of four super-pixels in the sequence: AVDD, AGND, DETBIAS, AVDD,

AGND, ATHVDD, ATHGND, DVDD, DGND. This assignment provides the same number of

pins for each supply as in the actual SPOEC system except that a complete pair is used for the

decision stages so that, for simplicity, the analysis can be done with one half-column of super-

pixels rather than two.

                                                     
5 Because the carrier is a pin-grid array with pins in the four outside rows of the grid, the use of

adjacent on-chip bond pads for supply pairs did not always result in adjacent pins in the matrix,

but did so more often than not. The  ATHVDD and ATHGND on-chip bond pads are not

adjacent for this reason.
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A detailed mechanical description of this package was available in the form of an input file for

the inductance calculation program FastHenry [283][284]; this file was used to obtain the

inductance matrix. The inductance of the bond-wires was neglected. The self-inductance per

pin ranged from 8.7 nH for a centre pin to 10.7 nH for a corner pin. The coupling coefficients

as a function of separation are shown in Table 8-1. For comparison, the self-inductance of a

208-pin PGA, similar in construction to the 256-pin PGA used in the final system, was

specified by the manufacturer to be between 4.4 nH and 13.8 nH depending on pin location

[285]. The self-inductances of the pins in the 68-pin carrier are thus of the same order as those

in the actual carrier used in SPOEC but, because of the completely different geometry of the

PGA, it is unclear without detailed modelling how much similarity there will be in the coupling

coefficients.

The inductance matrix of the package was calculated without an external ground plane; in a

practical situation where the package is mounted on a printed circuit board, the coupling

coefficients may be significantly smaller, particularly for distant pins, especially since the lead

pitch is comparable to the mounted height of the package. This might affect some of the

conclusions about the most important sources of crosstalk; it would therefore be worth

repeating this study including the effects of a ground plane.

Figure 8-9: Diagram of 68-pin chip carrier used to estimate a typical inductance matrix

(reprinted from Damon [283] with permission) . The package has dimensions

25 mm × 25 mm, a cavity of 7.8 mm × 7.8 mm, a lead pitch of 1.27 mm and a mounted

height of 2.2 mm.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

1.00 0.57 0.40 0.31 0.25 0.21 0.18 0.15 0.13 0.08 0.07 0.06 0.05 0.04 0.03 0.02 0.01 0.00

Table 8-1: Table of coupling coefficients for centre pin as a function of separation for the

example 68-pin package. Values for other pins were very similar.
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Transformed impedance matrix

The inductance matrix in terms of the transformed voltage and current variables is shown in

Table 8-2. VDETBIAS is used as the reference node.

Table 8-2: Inductance matrix of 68-pin carrier in terms of transformed I and V variables

The fact that the largest element in each row and column is in the diagonal indicates that, to an

extent, it is possible to associate each of the six transformed voltage variables with a different

current variable. However, the off-diagonal elements are too large to be ignored because of the

fact that some current transients are significantly larger than others. On the whole, the mutual

inductance relating to differential-mode supply currents is relatively small as a result of the

assignment of positive and negative terminals of each supply to adjacent pins. The off-diagonal

elements associated with the common-mode voltages are stronger, implying that currents from

a number of physical sources contribute towards the common-mode voltage noise.

The self inductance associated with the differential-mode front-end supply is about half that of

the decision stage and digital logic due to the use of four pins instead of two.

8.3.5 Combining on-chip admittance matrix and off-chip impedance matrix

The overall impedance of the power supply network is determined by the combination of the

admittance of the on-chip decoupling capacitance and the impedance of the package.

In a single supply system, the on-chip decoupling capacitance forms an LC filter with the loop

inductance of the external power supply. The high frequency current flows through the on-chip

capacitance and the low-frequency current flows through the external pin.

Similar behaviour is obtained in a system such as this one with multiple power supplies. The

admittance matrix of the on-chip network described in Section 8.3.4, written in terms of the

transformed current and voltage variables, is diagonal and has only three non-zero elements

YVADM-IADM  YVTDM-ITDM  and YVDDM- IDDM corresponding to the admittance between the three pairs of

L / nH IADM IDETBIAS ITDM IAT IDDM ITD

VADM -3.779   -.015   .321  -.603   .072  .326

VACM -.015  -2.848   -.438 -1.278  -.181  -.567

VTDM .321   -.438  -7.653  -.900 .717  -.875

VTCM .587  -1.570   .462  4.042  -.936  -2.682

VDDM .072   -.181   .717  .755 -8.324 -1.151

VDCM .261  -1.003  1.337  1.928  .216  3.731
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power supply terminals6. It is shown in Appendix 8.9 that when an admittance Y is added to the

diagonal element Zkk of the impedance matrix, then, provided the coupling between the

different supplies is weak, the admittance has an effect only on the elements in the row k and/or

column k of the impedance matrix and that these are filtered by a transfer function:

kkYZ
sH

+
=

1

1
)( (8.16)

This result allows the overall impedance matrix to be obtained.

The physical interpretation of this result is that capacitance added between two supply pins:

1. reduces the differential-mode high frequency voltage noise being induced on that supply by

the differential-mode current transient on the same supply;

2. reduces the differential-mode high frequency voltage noise being induced on other supplies

by this differential-mode current transient;

3. reduces the differential-mode high frequency voltage noise being induced on the decoupled

supply by current transients on other supplies.

Thus, for example, to ensure low differential-mode voltage noise on the front-end supply, it is

necessary to adequately decouple both the analogue supply itself (to filter the current transient

from the front-end supply) and also to decouple the digital supply (to filter the mutually

induced voltage from the digital current transient).

Note, however, that decoupling capacitance does nothing to reduce the common-mode voltage

noise produced by common-mode currents.

The overall filtering effect of the distributed decoupling capacitance on the differential-mode

voltage noise produced by a differential-mode current transient on the same supply is given by:

DM

kk

kk
DM I

CLssCR

sL
V

2

3

21 ++
= (8.17)

The fact that the decoupling capacitance is distributed underneath a slightly lossy power supply

network helps to filter the power supply transient and, in particular, damps the resonance

formed by the self-inductance of the package and the decoupling capacitance

                                                     
6 Because of the sign conventions chosen in the definitions of the transformed voltages and

currents, the entry Y in the on-chip admittance matrix is negative; the negative sign cancels

with the negative sign of the differential-mode diagonal elements of the package inductance

matrix in (8.16) so that the coefficients of the powers of s in the numerator and denominator are

all positive.
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Standard design procedures exist for the sizing of on-chip bypass capacitance to meet a specific

differential-mode voltage noise specification [286][287]. A reduction in noise can be obtained

if it is possible to add sufficient decoupling capacitance to bring the resonant frequency

CLkk

1
0 =ω (8.18)

below the highest frequency component of the current transient. Approximately, this condition

requires that:

kk

EDGE

L

t
C

2

> (8.19)

where tEDGE is a measure of the edge time of the current transient.

If this condition can be satisfied, then the high frequency content is absorbed by the on-chip

capacitors and only the low-frequency content passes through the external pin. Following the

approach in [286], the on-chip capacitance must then be sized to control the high-frequency

ripple and the step response of the LC resonant circuit. The step response of a lightly damped

LC resonant circuit to a current transient with an edge time much faster than the time constant

of the LC is given by [286]:

t
C

L
IV kk

AVG 0sinω= (8.20)

and thus the voltage noise can be reduced by reducing the pin inductance or increasing the

decoupling capacitance. If the condition is not satisfied, then the voltage transient is given by

Lkk di / dt.

However, the total capacitance required to satisfy (8.19) requires significant layout area. For

example, if the edge time of the current transient is 2 ns and the loop inductance is 4 nH then

approximately 1 nF is required per pin to give significant benefit. The values used in the

SPOEC front-end power supply network give some idea of how much filtering can be achieved

in a typical smart-pixel array. Each pixel contained 2 pF of gate-oxide decoupling capacitance

occupying a layout area of approximately 1500 µm2 which represents a 70% overhead on the

basic layout area of the receiver7. This gives a total capacitance of about 0.5 nF per pin which is

only just enough to provide a benefit. The cut-off frequency of the RC network is at 220 MHz

                                                     
7 A channel length of 10.2 µm was used to provide low enough series resistance for effective

decoupling up to a frequency of about 600 MHz. The area required by the source and drain

contacts of the transistor represent a significant overhead.
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which is still slightly above the natural LC frequency of 110 MHz and so the network is

slightly underdamped (ζ = 0.4).

8.3.6 Estimation of IR drop

The discussion of the receiver current transients (section 8.3.2) together with the analysis of the

overall power supply impedance (section 8.3.5) allow the voltage transient at the edge of the

chip to be estimated, giving the noise seen by a receiver at the edge of the chip. However,

receivers at the centre of the array will see an additional voltage drop due to the resistance of

the on-chip power supply network.

It is shown in Appendix 8.7 that the differential-mode voltage VCENTRE seen by an inner receiver

is related to the voltage at the pin VPIN by:

6/51

1

1

1

sCR
IR

sCR
VV PINCENTRE +

−
+

= (8.21)

Physically, this indicates that the inner receiver sees a low-pass filtered version of the voltage

at the pin, tending to reduce the crosstalk, but sees additional voltage noise due to the low-pass

filtered resistive voltage drop across the power supply rails. Conservatively, it can be assumed

that the worst-case receiver sees both the IR voltage drop and the unfiltered voltage noise at the

pin.

The voltage drop between the package pin and the centre of the chip due to the common-mode

currents are easily calculated from the receiver equivalent circuit (Figure 8-5) and the model of

the on-chip power supply network by considering the current sources one at a time with the

other current sources set to zero. Table 8-3 summarises the impedance that relates the voltage

drop to the receiver currents.

IADM IDETBIAS ITDM IAT IDDM ITD

VADM

6/51 AA

A

RsC

R

+
− - - - - -

VACM - -RA / 4 - -RA / 4 - -

VTDM - -
6/51 TT

T

RsC

R

+
− - - -

VTCM - - - +RT / 4 - -RT / 4

VDDM - - - -
6/51 DD

D

RsC

R

+
− -

VDCM - - - - - +RD/4

Table 8-3: Impedance relating voltage drop between package pin and centre of chip to

receiver currents
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8.4 Numerical estimates of supply crosstalk

8.4.1 Introduction

This section applies the general method to estimate the crosstalk for the example configuration

of a column of 256 receivers outlined in Section 8.3.3 and relates it to the noise immunity of

the receiver circuit.

The transient response of the reduced supply network discussed in sections 8.3.5 and 8.3.6 is

evaluated numerically using HSpice. The power supply currents from a single receiver instance

connected to ideal power supplies provide the stimulus to the network. The reduced form of the

power supply network allowed rapid simulation. Although a numerical approach is used to

produce the results in this section, the network is simple enough to allow design calculations

based on the equations in section 8.3.5.

The input referred current noise is calculated from the supply voltage transients as part of the

simulation using equation (8.6) and by modelling the receiver transfer function as a 2nd order

Butterworth filter with a 3 dB frequency of 150 MHz and assuming that the frequency content

of the noise is well above the low-frequency zero in equation (8.6).

Estimation of the noise produced by the transient on the digital supply requires more

information on the details of the digital supply transient and the digital power supply network.

However, it is possible to obtain an approximate estimate of the noise by considering the fact

that in order to ensure that the digital circuitry operates correctly, the digital power supply

network must be designed to limit the LDDM d iDDM / dt voltage drop across the digital power

supply rails to some maximum, say 500 mV. The voltage induced on the other supplies will be

in proportion to the ratio of the mutual inductance with the digital supply to the self inductance

of the digital supply. Since the current flowing through the external digital power supply pin

will be below the cut-off frequency of the digital LC filter, it is assumed that this transient is

not further filtered by the decoupling capacitance on other supplies.

8.4.2 Noise immunity of receiver circuit

The amount of noise that a receiver can tolerate is determined by the characteristics of the

decision stage. Table 8-4 expresses the switching thresholds of the decision stage in the SPOEC

data receiver in terms of input referred photocurrent.

The noise margin of a quiet (non-switching) receiver is set by the DC input voltages required to

produce a full-swing output but the actual noise margin of the data link is somewhat worse than

this because voltage noise will reduce the effective voltage swing and so introduce jitter in the

output edge of the decision stage. This has not been studied in detail; however, simulations



203

showed that an input photocurrent swing of around ± 1 µA about the nominal switching

threshold of 2.2 µA was required to achieve a subjectively acceptable additional delay in

relation to the delay produced by a full swing photocurrent input. This gives a noise margin of

1.2 µA and 1.8 µA in the logic 0 and logic 1 states respectively before allowing for electrical

crosstalk.

photocurrent /
µA

voltage at decision stage input
relative to switching threshold / mV

nominal photocurrent for logic 0 0.0 -700
max current to avoid jitter in 0-1
transition

~ 1.2 -280

max current for logic 0 (DC) 2.0 -100
nominal switching threshold 2.2 0
min current for logic 1 (DC) 2.4 +100
min current to avoid jitter in 1-0
transition

~ 3.2 +240

nominal photocurrent for logic 1 5.0 +550
gross noise margin (logic 0) 1.2 420
gross noise margin (logic 1) 1.8 310
estimated CM front-end noise -1.4
estimated DM front-end noise -0.1
estimated CM decision stage
noise (0/1)

-0.9 / -1.7 300

net noise margin (logic 0) -1.2
net noise margin (logic 1) -1.4

Table 8-4: Estimated switching thresholds of SPOEC data receiver (typical process

conditions)

Several other sources must be included in the noise budget to ensure a reliable link, including

random offset voltage, an allowance for process variation in the switching threshold8, optical

crosstalk and receiver thermal noise. Table 8-4 is only intended to illustrate the scale of the

crosstalk in relation to the receiver sensitivity and does not constitute a full calculation of the

noise budget. General guidelines for preparing a noise budget are discussed in [288].

8.4.3 Simulation results

Table 8-5 summarises the estimates of the power supply voltage noise produced by all 256

receivers in a half-column of four super-pixels switching in the same direction simultaneously.

                                                     
8 In the context of the SPOEC data receiver, this is assumed to be zeroed out by control of the

external bias voltage to the front-end feedback transistor; in practice, the finite tolerance on the

bias voltage and process variation across the chip will mean that there is still a contribution.
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IADM IDETBIAS ITDM IAT IDDM ITD

peak transient current per rx / µA 3 5 160 16 120

rise time of transient 2 2 2 2 1 1

number of receivers 256 256 256 256 256 256

front-end

DM voltage / mV 1.4 - 6.1 1.8 ~4 5.5

DM IR drop / mV 1.6

CM voltage / mV - 2 23 8 ~11 53

CM IR drop / mV 0.7 2.2

decision-stage

DM voltage / mV 260 ~40 60

DM IR drop / mV 270

CM voltage / mV 20 20 ~60 200

CM IR drop / mV 10 50

Table 8-5: Estimates of power supply voltage noise at chip-edge

The supply network parameters used in the simulation were as follows: the resistance of each

of the 8 columns of 32 receivers was 17 Ω for each front-end supply rail and 53 Ω for each

decision stage supply rail. A decoupling capacitance of 2 pF per receiver for the front-end

supply was used. No decoupling capacitance was used for the decision stage. This corresponds

approximately to the parameters of the actual SPOEC circuit.

The remainder of this section discusses the results in this table for the front-end and the

decision stage supplies.
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Front-end

Figure 8-10 shows the estimated voltage transients on the front-end supply at the edge of the

chip; Figure 8-11 shows the equivalent input current due to the noise on the front-end supply.

The differential-mode voltage noise on the front-end power supplies is well controlled by the

decoupling capacitance, leaving the common-mode voltage noise as the main problem for

circuit operation.

The differential-mode voltage noise is dominated by the step response of the LC resonant

circuit. The main contributions come from the decision stage and digital supply transients, but

the total input referred current noise produced by the differential-mode noise in this case is

only 0.1 µA. The amplitude of the step response is approximately consistent with calculations

based on equation (8.20).
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Figure 8-10: Contributions to the voltage transient on the front-end supply at the package

pin (upper trace: differential-mode; lower-trace: common-mode)
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Figure 8-11: Comparison of total input referred current noise produced by common-

mode (upper trace) and differential-mode (lower trace) voltage transient on front-end

supply for an outer and inner receiver (excluding digital differential-mode current

transient)

The input referred current noise produced by the common-mode voltage on the front-end power

supply is estimated to be 1.4 µA, neglecting the contribution from the digital supply (which,

assuming an edge time of 1 ns for the induced voltage transient, might add another 1 µA). This

value is enough in itself to just exceed the noise margin of the receiver circuit. The main

contributions are again due to mutual inductive coupling from the decision stage differential-

mode current ITDM and the current ITD that charges up the input capacitance of the first digital

gate.

The additional noise produced by the resistive voltage drop across the front-end power supplies

is relatively small in this case.
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Decision stage

Figure 8-12 shows the estimated voltage transients on the decision stage supply at the edge of

the chip. Although the magnitude of the common-mode and differential-mode voltage noise on

the decision stage supplies is comparable, common-mode noise presents a more serious

problem to the operation of the decision stage since it appears unattenuated at the input of the

stage whereas the rejection of differential-mode noise is quite high.

The dominant source of common-mode voltage noise is the current ITD that charges up the input

capacitance of the first digital gate. The total common-mode noise when all receivers switch in

the same direction is about 300 mV which produces an equivalent input photocurrent of 1.7 µA

and 0.9 µA in the high and low states respectively. This is again comparable with the noise

margin of the receiver.
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Figure 8-12: Contributions to the common-mode (upper-trace) and differential-mode

(lower-trace) voltage noise on the decision stage supply
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Figure 8-13: Comparison of overall common-mode (upper trace) and differential-mode

(lower-trace) voltage noise on decision stage power supply for outer and inner receivers

The main contribution to the differential-mode voltage noise on the decision stage power

supply is the differential-mode current ITDM and its main effect will be to introduce some jitter.

Receivers in the interior of the array see a slightly reduced power supply voltage as a result of

the IR voltage drop along the power supply (Figure 8-13); this will result in delay variation

across the array. The symmetry of the power and ground power supply rails means that the

resistive drop does not produce any shift in the common-mode voltage, although in practice

some asymmetry is inevitable and an allowance for a small low-frequency common-mode

voltage shift should be made in the noise budget.

8.5 Discussion

The results of this case study indicate that, for the particular combination of receiver design and

packaging scheme assumed in the calculations, electrical crosstalk is a serious problem.

Crosstalk is predicted to prevent simultaneous error-free operation of the entire array. The

single-beam nature of the design means that simply increasing the optical power will not solve

the problem; the noise margin in the low state is unaffected by the optical power level.

Nevertheless, simultaneous operation of a significant fraction of the entire array (perhaps about
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20-50%) might be expected and, for practical data patterns in which a mix of transitions in

different directions occur, the crosstalk would be expected to be lower.

This calculation does not provide a reliable quantitative prediction of the crosstalk in the

SPOEC system because of the differences between the packaging scheme used in the

calculation and that used in the actual circuit. The calculation also relies on a number of

simplifying assumptions that have not been quantitatively justified and must be treated with a

degree of caution. In particular, one of the components that is responsible for much of the

noise, the common-mode current ITD between the decision stage and the digital logic, might be

significantly influenced by the finite substrate admittance between DGND and ATHGND

which has not been included in the calculation.

Nevertheless, the calculation provides definite evidence that electrical crosstalk is not

sufficiently small to be ignored in the design of large receiver arrays and must be considered as

an integral part of the design of any future system.

In the remainder of this section, alternative design approaches that might be able to achieve

robust operation of an array of this scale are discussed. Two basic approaches can be

contemplated: reducing the amount of noise generated by the receiver or improving its

immunity to noise.

Noise reduction could be achieved by adjusting the design of the circuit or by altering the

packaging scheme. In terms of altering the circuit, it is best to focus in the first instance on how

to reduce the largest sources of noise which are the differential mode current in the decision

stage ITDM and the current ITD that charges up the input capacitance of the first digital gate. The

first component could be reduced by the addition of separate decoupling capacitance to the

decision stage supply. The penalty for this is a further increase in layout area; this is the main

reason why none was included in the SPOEC circuit. There is limited further scope for

reducing the second component. The receiver design used in this study took specific measures

to minimise ITD: long-channel transistors were used in the output inverter of the decision stage

to keep the edge time no faster than necessary to support the target bit-rate, and the input

capacitance of the digital stage was minimised by using a small buffer inverter. Differential

signalling between the output of the decision stage and the input to the digital logic would

result in first order cancellation of the transient.

Significantly improved packaging is in principle possible but is practically difficult to achieve

using off-the-shelf packages in prototype volumes. The number of pins required to implement

the pin assignment used in this study in an array of 4096 receivers is already at the practical

limit (8 columns of 9 pins needs 72 pins per side or 288 pins in total). Addition of a ground

plane to the package would help to reduce the mutual inductive coupling; it may even be
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possible to retrofit this to the existing packaging scheme by attaching a metal sheet on the top

surface of the carrier. The usual means of achieving a low inductance power supply by

including both power and ground packages and integrated decoupling capacitors on the carrier

is complicated by the fact that both digital and analogue supplies must be accommodated. A

custom carrier would address this difficulty but would also be expensive. Whatever packaging

approach is adopted, full simulation of the package impedance is necessary.

It is not obvious whether these changes are sufficient to make practical the design of reliable

large arrays based on simple single-ended receivers of the type used in the SPOEC system.

Detailed and accurate simulation of noise coupling would be required to guarantee a correct

circuit in a single fabrication iteration. The simple two-beam receivers of the type discussed in

chapter 4 would be one step better because a higher than expected level of crosstalk could

always be overcome by increasing the optical power level. Taking advantage of the

improvements in silicon process technology discussed in chapter 6 to implement a more

complex receiver design with a fundamentally higher noise immunity would seem to be a more

attractive approach to take.

A solution must address the sensitivity of both the front-end and the decision stage to common-

mode voltage shift relative to the detector bias.

The sensitivity of the front-end can be overcome by connecting the photodiode bias voltage

directly to the front-end power supply. All front-end supply noise is then differential-mode and

can be controlled by decoupling capacitance. Distributing the connection throughout the

receiver arrays using local flip-chip connections to the photodiode bias, rather than locating the

bias connections at the edge of the chip as in the SPOEC system, would be preferable to

eliminate common-mode voltage noise due to the impedance of the on-chip power network.

One problem with the use of a direct connection is the low reverse bias voltage on the

photodiode that this scheme would provide in future generation low-voltage CMOS

technology; this might reduce the response speed of the photodiode. Instead, the photodiode

bias connection could be decoupled to the analogue supply throughout the chip. A second

approach to reducing the effect of common-mode voltage noise is to use a two-beam,

electrically differential front-end such as that used in the SPOEC clock receiver; in this

configuration, common-mode voltage noise on the analogue supply translates predominantly

into a common-mode output voltage which could be rejected by a fully-differential post-

amplifier.

The sensitivity to common-mode voltage noise between the decision stage and the front-end

can also be overcome by using differential signalling between the output of the post-amplifier

and the input of the decision stage.
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It is clear from this discussion that a fully electrically differential, two-beam receiver would

offer a significant improvement in crosstalk performance and is recommended in future

systems in the absence of a good reason to adopt a single-beam approach.

However, implementations of single-beam receivers with better immunity to crosstalk are

possible. Figure 8-14 illustrates a possible configuration that combines some of the techniques

discussed above. A similar circuit is described in [289] but without reference to its crosstalk

properties.

dummy
photodiode

-+ reference

differential post-amplifier

vdm

C

local flip-chip connection

Figure 8-14: An alternative single-beam receiver configuration with improved supply

noise immunity

The most important feature of this configuration is that the front-end uses only a single type of

transistor for the transconductance element and uses a photodiode with its bias connected

directly to the same supply. The receiver is then only sensitive to differential-mode noise

between AVDD and AGND which can be decoupled using on-chip capacitance. Capacitance is

also required between the local ground and the current-source bias to reduce the high-frequency

impedance of this node to ground. The transconductance of the front-end supply noise

generator consists of only the output conductance of the NMOS bias transistor which is

relatively small.

Note that to implement this scheme with a photodiode array using an n-type shared contact, it is

necessary to use a PMOS based inverter for the front-end, which will lead to a slightly reduced

switching energy compared to a design based on an NMOS inverter because of the larger

feedback capacitance for the same bit-rate B0 (see the discussion in chapter 4).

This front-end design would in itself allow a two-beam, electrically differential receiver circuit

with good crosstalk immunity to be implemented. However, it is possible to adapt it to a single-

beam receiver circuit as shown in Figure 8-14 by generating a reference voltage using a dummy
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photoreceiver circuit shared amongst a small number of receivers. It might be desirable to

include a dummy photodiode at the input of this reference circuit to match the high-frequency

output impedance of the reference circuit with the active receivers so that common-mode noise

current into the output of both the reference and an active receiver is mostly translated into a

common-mode output voltage9 and is therefore rejected by the differential post-amplifier. The

fixed decision threshold required in a single-ended receiver could be introduced in the post-

amplifier or by using slightly different transistor dimensions in the reference front-end.

This scheme has not been analysed in any detail and may not be the best way to approach the

problem, but is at least a starting point for future designs. It appears to suggest that crosstalk is

not an insurmountable problem provided it is taken fully into account from the start of the

design process.

8.6 Conclusions and further work

This chapter has presented a method for the analysis of crosstalk between receiver circuits in

two-dimensional arrays arising from the finite impedance of the power supply network. The

analysis depends on the simplifying assumption that, within a receiver cell, the different power

supply connections are electrically isolated with the exception of decoupling capacitance

between the power/ ground pair of a given supply. The method allows the effects of the current

transients arising from different physical sources to be considered separately by transforming

the receiver terminal currents and voltages into differential- and common-mode equivalents.

The distributed nature of the on-chip power supply network and a full model of the package

impedance are included in the analysis.

A case study applying the method to a receiver array, loosely based on the SPOEC switching

chip, shows that power supply crosstalk is sufficiently important in large receiver arrays that it

cannot be ignored in the design process. It also provides support for the explanation by others

[276] of experimental degradation of receiver performance, during simultaneous operation of

large arrays, in terms of power supply crosstalk. Detailed modelling of packaging and

budgeting for electrical crosstalk is believed to be essential in the design of future systems.

Common-mode voltage noise between the detector bias, front-end supply and decision stage

supply appears to be the most serious problem. Some alternative design approaches which

address the largest sources of noise are discussed. In particular, direct connection of the

                                                     
9 The load capacitance of the reference circuit is not matched to the active channels because it

is shared amongst several channels and so the cancellation is not complete; however, the

photodiode capacitance is the main contribution in the zero of the front-end output impedance.
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photodiode bias to the front-end supply and the use of electrically differential design techniques

appear, at first sight, to offer the best solutions to the crosstalk problem.

Further work is required to provide a complete analysis of crosstalk. Specifically, the validity

of the assumption of isolated supplies requires investigation, in particular in relation to the

admittance introduced by a common substrate. An analysis of jitter and some validation of the

predictions of the simplified model against more detailed simulations and experimental results

is desirable.

Although the case study is not expected to provide accurate quantitative predictions of crosstalk

in the SPOEC system, it does suggest that crosstalk will prevent simultaneous error-free

operation of the entire switching chip. Nevertheless, experimental results on electrical crosstalk

from the system will provide a limited test of the theoretical predictions against experiment.

The analysis presented in this chapter was not fully developed until after the system design had

been completed, and only some of the results could be fed into the final circuit design.

Although the system may not achieve its nominal objective of constructing a fully operational

64 × 64 crossbar, it can be expected to be a success in terms of its primary objective of

investigating and improving the understanding of the design issues in large optoelectronic

VLSI systems.
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8.7 Appendix: Norton equivalent of a distributed line with a distributed

current source

In this appendix, the Norton equivalent for a distributed line, which extends from the inner end

at x=0 to the outer end at x=L and is open-circuit at the inner end, with impedance z per unit

length, admittance y per unit length and load current j per unit length is derived. An expression

relating the voltage at the inner end to the voltage at the outer end is also established.

Consider the section of the line between x-∆x and x+∆x (Figure 8-15).
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Figure 8-15: A section of a distributed transmission line

Apply Kirchhoff’s Current Law to the node at x.
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Expanding V(x±∆x) as a Taylor series about x and taking the limit as ∆x→0 gives the

differential equation:

jzyzxVxV =−′′ )()( (8.23)

Define the characteristic admittance y0 and the propagation constant γ of the line as:

yz
z

y
y == γ;0 (8.24)

The general solution of the differential equation is:

y

j
xCxCxV −+= γγ sinhcosh)( 21 (8.25)

where C1 and C2 are determined by boundary conditions at the ends of the line at x=0 and x=L.

If the boundary condition is specified in terms of a current IIN into the line at x = L then:

zILV IN=′ )( (8.26)

To derive the Norton equivalent current source, calculate the current into a short-circuit load at

x = L with the line open circuit at x = 0. The boundary conditions are:
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0)(;0)0( ==′ LVV (8.27)

from which the particular solution
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is derived. The current at x = L is then:

L
j

I IN γ
γ

tanh= (8.29)

The one-port admittance is derived in a similar fashion with the current source j set to zero to

give:

LyYIN γtanh0= (8.30)

In the particular case of a distributed RC line where y = sc and z=r where r and c are the

resistance and capacitance per unit length, the previous two equations become:
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where R, C and I are the total resistance, capacitance and current of the line. A Padé expansion

[290] of the two expressions has been used to match the full expression to a single-pole low-

pass filter and a series combination of a resistor and a capacitor. In this approximation, the time

constant of the filter is CR / 3 and the input admittance consists of a capacitor C in series with a

resistor R / 3. The Elmore rise time [291] of the network is 1.0 RC.

The voltage at the inner end is obtained from the voltage at the outer end by solving with the

boundary conditions:

VLVV ==′ )(;0)0( (8.32)

which gives:
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The voltage at the inner end of the line at x = 0 is then:

y

j

y

j
VV −+= Lsech)()0( γ (8.34)

In the case of an RC line, the far-end voltage is given approximately by:
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where the terms proportional to V and I have been separately matched to a first order low-pass

filter function using a Padé expansion.

Equations (8.31) and (8.35) have been derived for an asymmetric unbalanced transmission line

in which the impedance of the ground return is zero. The balanced transmission line of interest

in analysing the power supply network (Figure 8-16) can be reduced to an unbalanced case by

applying symmetry arguments; the same equations can be used with R replaced with 2 RPER-WIRE

where RPER-WIRE is the total series resistance of one wire of the balanced transmission line.

2
3 R

C
H(s) I

Figure 8-16: First-order Norton equivalent of a balanced transmission line with a series

resistance of R per wire. H(s) is the transfer function given by (8.31).

8.8 Appendix: calculation of package impedance matrix in terms of

transformed current and voltage variables

This appendix describes the calculation of the transformed impedance matrix (which relates the

transformed differential- and common-mode voltage variables to the transformed current

variables IADM, ITDM, IDDM, IDETBIAS, IAT and ITD) from the original package impedance matrix

produced by numerical simulation or experimental measurement (which relates the original pin

voltages and pin currents).

The starting point is the inductance matrix for an entire package. In this case, this is calculated

numerically using the FastHenry program [279] and consists of a 35 × 35 matrix for one half of

the package. The nine package pins located at the centre of one side of the carrier are

considered and are assigned in the sequence AVDD, AGND, DETBIAS, AVDD, AGND,

ATHVDD, ATHGND, DVDD, DGND as discussed in Section 8.3.4. All other pins are

assumed to be open circuit; thus the 9 × 9 matrix relating the voltages and currents of these

nine pins in isolation consists simply of the elements of the original matrix associated with

these pins.

The first step is to reduce the 9 × 9 matrix to a 7 × 7 matrix by making the two AVDD and two

AGND pins electrically equivalent. The procedure for doing this is discussed in terms of

making pins 1 and 2 electrically equivalent; the generalisation is obvious.
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The goal is to rewrite the matrix in terms of the total current through the two pins I1′ = I1+I2 and

a second independent current variable I2′ = I1-I2. The terminal voltages are given by:
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By equating these two expressions we can relate the elements of the new matrix Zi1′ and Zi2′ to

the elements of the original matrix Zi1 and Zi2 by:
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The voltages at terminals 1 and 2 are given by:
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The terminals are electrically equivalent and so V1 = V2. Subtracting equation (8.38) from

(8.39) gives:
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The variable I2′ can then be eliminated using a pivoting step:
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This technique can be applied to obtain a new impedance matrix [ Zij′′ ] that relates the voltages

at each supply to the total current through each supply. The terminal VDETBIAS, which is used as a

reference node, can also be eliminated using a pivoting step.

The next step is to transform this matrix into new current and voltage variables.

To do this, express the transformed currents and voltages as an arbitrary linear combination of

the original current and voltage variables using matrix notation.
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where CI and CV are matrices of coefficients.

The matrix equation relating the original variables

ZIV = (8.43)

can be rewritten as

ILCCV 1
IV ′=′ − )( (8.44)

and thus the new impedance matrix is:

1
IV LCCZ −=′ (8.45)

8.9 Appendix: effect of a single admittance term on an impedance matrix

Theorem

Suppose an admittance term Y is added to the diagonal element Ykk of the admittance matrix

[Y ji] that is derived from an impedance matrix [Zij] by calculating the inverse where the

voltages are indexed by subscript i and the currents are indexed by subscript j. Then the new

impedance matrix [Zij′] can be obtained from the original impedance matrix as follows:

• For entries in row k and/or column k, the new element Zij is given by:
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Z
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+
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(8.46)

• For entries not in row k and column k, the new element is given by:
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Proof

The result is proven for diagonal element Y11. The equation obtained from the first row of the

admittance matrix is:

NNVYVYVYYI 12121111 )( ++++= � (8.48)

which rearranges to:

NNVYVYVYYVI 121211111 +++=− � (8.49)
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Voltage V1 can be expressed in terms of the elements of the first row of the new impedance

matrix [Zij′]:
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Substitute into equation (8.49):
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Premultiplying by [Yji]
-1 which is equal to [Zij] gives:
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where I  is the identity matrix. The elements of the new impedance matrix can be obtained by

matrix multiplication of the first two square matrices:

jiijij ZYZZZ 11 ′−=′ (8.53)

Now consider the elements of the first row of [Zij′].

jjj ZYZZZ 11111 ′−=′ (8.54)

jj ZYZZ 1111 )1( =+′ (8.55)
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Substitution of (8.56) back into (8.53) gives the desired result after applying some further

simplification in the special case of the first column.
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The more general case of Ykk can be reduced to this case by exchanging row k and column k

with row 1 and column 1 in the matrix and exchanging the labels on Vk/V1 and Ik/I1.

In the specific case where the admittance is capacitive and the impedance is inductive, then

equation (8.46) forms an LC low-pass filter. Equation (8.47) becomes:

CLs

K

KK
CLs

Z

Z

kk

ij

kjik
kk

ij

ij

2

2

1

)1(1

+

−+
=

′
(8.57)

and thus, if the coupling from the decoupled supply to the two supplies whose mutual- or self-

inductance is of interest is weak then the term in the impedance matrix is almost unchanged.

This is physically sensible.
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Chapter 9

Conclusions

9.1 Introduction

This work has considered the problem of photoreceiver design in optoelectronic-VLSI circuits.

The work carried out has significance in two areas: firstly, it has made a major contribution to

the design of a prototype experimental system, employing CMOS-InGaAs MQW technology,

conceived as a vehicle for demonstrating the feasibility of terabit/s scale optical interfaces to

VLSI circuits. Secondly, it included a detailed investigation of the key issues in designing

receivers for this application, building on the experience gained in the design of the prototype

system.

9.2 Design of a prototype terabit/s scale system

An overview of the prototype system has been presented. The system has been designed as part

of a collaborative research project and has significant contributions from several research

groups. Particular emphasis has been placed on areas in which the author was directly involved:

the high-level system architecture and the detailed design of the two photoreceiver circuits

required by the system.

Although experimental tests on the prototype system are yet to be performed, the completion of

a full system design has already highlighted a number of important issues in optoelectronic-

VLSI systems: the importance of adequate power-supply distribution, the closely coupled

nature of the optical and electronic design in a full-custom optoelectronic system and the

constraints on the physical design of the digital logic imposed by the regularity of the smart-

pixel layout. Arguably, these issues could only have been identified by carrying out the full

design process on a system of a realistic scale.

Successful operation of the system, if achieved, would obviously be of much greater

significance as very few systems of this scale have been tested in the laboratory to date.

Preliminary tests on individual components suggest that there is a good chance that it will at

least be possible to perform a detailed experimental characterisation of the system as a result of

the design work. However, it seems that power supply crosstalk may prevent error-free

operation, and it is possible that problems as yet unknown may be highlighted in the course of

the experimental test. Nonetheless, irrespective of whether successful operation is achieved, the

results obtained will make it easier to construct systems of this type in the future.

As a first step towards achieving experimental operation of the system, results from prototype

receiver circuits, designed to use electrical inputs, have been reported. Although high-
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frequency testing of the circuits was limited by the test circuitry, the results verify that both

receiver designs meet the DC sensitivity requirements of the system.

One of the receiver designs used in this system applies the transconductance-transimpedance

circuit technique to smart-pixel receiver post-amplifiers for the first time. A more detailed

study of this design technique has shown that the gain-bandwidth advantage of this topology

can provide improved sensitivity in high-speed smart-pixel receiver circuits at some cost in

power consumption and layout area.

9.3 Investigation of receiver design issues

A detailed study of the design trade-offs in simple smart-pixel receiver circuits in a 0.6 µm

technology has been made. Although the low-parasitic hybrid integration technologies used by

optoelectronic-VLSI circuits allow low-noise receiver front-ends to be designed with low

power-consumption, other factors peculiar to the smart-pixel environment limit performance.

In particular, a quantitative analysis has shown that, in many cases, the DC offsets introduced

by transistor mismatch limit the minimum detectable signal, although in high-speed circuits in

this technology the post-amplifier gain available with reasonable power consumption can also

be important.

However, the study made of the impact of anticipated improvements in CMOS technology on

receiver performance has shown that power consumption becomes less of a problem in

advanced CMOS processes. The study suggests that the most convenient way for receiver

performance to evolve is if the bit-rate per channel scales in line with the technology. It

predicts that by the 0.1 µm technology generation it should be possible to implement a 1 Tbit/s

optical interface with 256 optical channels running at 4 Gbit/s with a power dissipation of about

0.3 W, although some modifications to receiver structure may be required to achieve operation

with low-voltage power supplies. These performance improvements are possible even if there

is no reduction in photodiode diameter from the value used in prototype smart-pixel systems

today. Only a limited improvement in switching energy, to around 5-10 fJ, can be expected in

receivers with a response down to DC because of transistor mismatch. However, the increase in

capacitance density in advanced CMOS technology will make large arrays of receivers with a

low-frequency cut-off a practical possibility. In principle, this would allow noise-limited

switching energies to be obtained.

The most significant outstanding problem for smart-pixel receivers is power supply crosstalk.

A technique for analysing this effect in large receiver arrays that accounts for the impedance of

the chip package and a distributed on-chip power supply network has been presented. An

example calculation using this technique has shown that crosstalk is a major issue in the design

of large receiver arrays and must be taken into account from the outset in the design of future
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systems. The simple, electrically single-ended receivers that have been used in prototype

optoelectronic-VLSI systems to date are particularly susceptible to power-supply crosstalk. It

seems likely that more complex, electrically differential designs will be required to achieve

robust operation of large arrays. However, the improvements in transistor performance outlined

above will provide the flexibility to implement these more complex designs.

It is interesting that, as smart-pixel receiver designs become more complex in order to combat

the problems of DC offsets, power supply crosstalk and low-voltage operation, the differences

in circuit structure between smart-pixel receivers and conventional telecommunications

receivers may become less distinct.

9.4 Future work

Topics in which further work is required can be identified in the two areas in which the work

has made contributions: demonstration of prototype optoelectronic-VLSI systems and receiver

design.

Ultimately, it will be necessary to apply the technology to a real-world problem to show that it

can deliver an overall performance improvement over electronic solutions, but the cost of

constructing and fully populating such a system suggests that this will only be possible with

industrial investment. Future research efforts need to identify and address the perceived

concerns of industry about the technology.

Since crosstalk is likely to prevent complete error-free operation of the SPOEC system, further

demonstration of the feasibility of terabit/s scale optical interfaces in research labs is arguably

required before industry will be prepared to make the investment in the final development work

required to introduce the technology into commercial products. There is a case for designing an

optoelectronic-VLSI circuit, with the specific purpose of providing a comprehensive

verification that long-term error-free operation of optical interfaces of this scale is possible,

that takes on board the lessons learnt in the design of the SPOEC system.

In the more specific area of receiver design, there is scope for a more detailed study of the

problem of power supply crosstalk that removes some of the simplifying assumptions made in

the analysis presented in this work.

The ‘photonics-interface-module’ approach to implementing high-bandwidth optical interfaces,

discussed in Chapter 3, deserves further investigation because of its potential to provide a

reusable design block that hides the detail of the optical interface from the electronic designer,

thus allowing the optical and electronic design to proceed independently. In particular, work is

required to determine whether or not the approach scales to capacities of several terabits/s.
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An investigation of techniques for achieving low-voltage operation of receiver circuits would

be worthwhile and, since low-voltage operation will present problems for all classes of

analogue circuits in future generation CMOS technology, would be of wider interest to the

electronic design community.

9.5 Closing remarks

Hybrid optoelectronic-VLSI technology has the potential to deliver vast bandwidths to

integrated circuits that satisfy the interconnect requirements of digital systems for the

foreseeable future. The question of whether it can do so more economically than purely

electronic alternatives is, however, still open. Two-dimensional free-space optical interconnects

in particular have the potential to support bandwidths of several terabit/s to single integrated

circuits. By exploring the electronic design issues in a prototype free-space VLSI system, this

work has shown that, while certain concerns in the area of receiver design require further

attention, the performance of the electronic interface circuits does not present an obstacle to

optoelectronic-VLSI technology fulfilling its potential. It is likely to be other factors, such as

the cost of the optomechanical packaging, that will determine the degree to which

optoelectronic-VLSI achieves commercial success.
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Appendix A

Detailed simulations of SPOEC data receiver

A.1 Introduction

This appendix contains detailed simulation results for the SPOEC data receiver circuit which

are intended to document the expected performance of the circuit.

All simulations were performed in HSpice using BSIM3v2 transistor models.

The multiple quantum well modulators in the system have been designed for operation at a

temperature of 50°C and will be controlled by a Peltier element. This was used as the nominal

temperature in all simulations.

The final optical design of the system requires a photodiode diameter of 35 µm which gives a

photodiode capacitance of 95 fF based on a MQW thickness of  1.16 µm and a dielectric

constant of 13. This value was used in all simulations.

All simulations include the parasitic routing capacitance extracted by the layout software.

Parameter nominal value

power supply voltage 5 V

temperature 50°C

photodiode capacitance 95 fF

input photocurrent 5 µA

feedback bias voltage 4.0V

 Table A-1: Nominal parameters used in simulations
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A.2 DC transfer characteristic
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Figure A-1: Front-end/post-amplifier/decision output voltage vs. input photocurrent

plotted for feedback resistor bias voltages between 3.5 V and 5.0 V..

Notice the relatively sharp transition in the decision stage output and how the switching

threshold can be adjusted by varying the bias voltage.



227

A.2.1 Effect of offset on DC transfer characteristic
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Figure A-2: Effect of offset on DC transfer characteristic

The graph shows the spread in performance which can be expected across the chip. Most of the

receivers will fall within the ±2σ range (inner curves); the worst case receivers can be expected

around ±4.7σ (outer curves). Note, however, that, as discussed in the main text, the estimate of

σ is not very accurate.
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A.2.2 Process sensitivity

The set of graphs contained in this section illustrate the sensitivity of the design to process

variation. The performance of the circuit is plotted for the foundry process corners tm (typical

mean), wp (worst power=fast n/fast p), ws (worst-speed=slow n/slow p), wz (worst-zero=slow

n/fast p) and wo (worst-one=fast n/slow p).

Notice from Figure A-4 and Figure A-5 that the use of a fixed bias voltage (such as the power

supply voltage) would lead to a very poor tolerance to process variation. This sensitivity can be

attributed to the fact that the operating point of the inverter is not well controlled.

Figure A-4 illustrates that, independent of process, it should be possible to operate the circuit

with a bandwidth in the region 120 MHz to 150 MHz with a DC sensitivity of between 1 µA

and 3 µA by an appropriate choice of tuning voltage, which is consistent with the target

specification of the system.

Another point to note is that although it will be possible to set the external bias voltage

precisely, the effective value of the bias voltage will vary across the chip due to the shift in the

inverter operating point caused by the voltage drop across the analogue power supply rails.

Allowance must be made for perhaps a ±100 mV tolerance on the effective bias voltage.

These graphs do not account for power supply or temperature variation. Fine tuning the power

supply voltage is another method that can be used to tweak the performance of the circuit.

The DC sensitivity in these graphs is defined as the current required to produce a voltage at the

output  of the decision stage equal to 50% of the power supply voltage. This is a reasonable

measure because of the narrowness of the transition region of the DC transfer characteristic.
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data receiver -- dc sensitivity
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 Figure A-3: Speed/sensitivity tradeoff -- process sweep
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 Figure A-4: Bandwidth vs. bias voltage -- process sweep
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 Figure A-5: DC sensitivity vs. bias voltage -- process sweep
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A.3 Small signal analysis
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Figure A-6: Small signal transfer function (front-end and post-amplifier)

Simulation shows the typical AC transfer function of the front-end. Notice that there is some

peaking in the amplitude response (which translates into overshoot in the step response). The

front-end transimpedance is 67.9 kΩ and the small-signal gain of the second stage is 5.2.

The small signal analysis was performed with a DC input photocurrent of 0 µA which gives the

minimum small signal bandwidth.
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A.4 Transient response

A.4.1 Step response

The step response of the system provides a more useful measure of the dynamic performance of

the circuit because it allows for large signal effects and overshoot. Figure A-7 illustrates a

typical step response.
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Figure A-7: Typical step response of front-end

front end output value notes

rise time 2.0 ns 10% / 90%

fall time 1.8 ns 10% / 90%

overshoot 14%

settling time 5.1 ns settling to within 10%

post-amplifier output

rise time 2.4 ns 10% / 90%

fall time 2.9 ns 10% / 90%

overshoot 11%

settling time 5.5 ns settling to within 10%

 Table A-2: Step response characteristics
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A.4.2 Eye diagrams

Figure A-8: Simulated eye diagrams (200 Mbit/s)

Simulated eye diagrams were used to account for the non-linear behaviour of the amplifier. The

eye diagrams were created by stimulating the circuit with a 26-1 maximal length pseudo-

random bit sequence generated by a linear feedback shift register. C code was written to

simulate the LFSR and generate the HSpice stimulus files. The eye diagrams do not include the

effects of noise.
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A.4.3 Effect of offset voltage on eye diagrams

Figure A-9: Effect of offset voltage on transient response (200 Mbit/s)

Notice that the distribution of switching thresholds creates an uncertainty in the edge position

of about 1 ns which is effectively deducted from the cycle time of the system.
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A.4.4 Behaviour of power down circuitry

The verificarion of the settling behaviour of the data receiver after a change in the state of the

disable signal was performed using a full RC model of the chip-level bias net. A separate node

in the RC network was provided for each row of 4 receiver circuits. Although simpler lumped

approximations are no doubt valid, the brute force approach of a full RC model avoids the need

to consider how detailed a model is required and the simulation time is still within reasonable

bounds (about one hour).

Typical values for metal sheet resistance and capacitance were used in the simulation.

The simulations included an allowance of 15 nH for the inductance of the external bias pin.

At the start of the header phase of a packet, the chip changes from a state where most of the

amplifiers are turned off to a state where all of the amplifiers are turned on. This behaviour was

simulated by starting with all the receivers turned off, then negating the disable signal and

observing the output of the front-end and decision stage of an amplifier located close to the

external pin and far away from the external pin. This behaviour is shown in Figure A-10. It can

be seen that it takes approximately 25 ns for the output of the front-end to stabilise. This

requires that a dead-time of several bits be inserted between the end of one packet and the start

of the header of the next.

At the end of the header phase of a packet, most of the amplifiers are turned off. This behaviour

was simulated by starting with all the receivers turned on then asserting the disable signal on all

bar one of the amplifiers at the end of each half column. The output of the amplifier that stays

enabled was observed (Figure A-11). It can be seen the amplifier that remains turned on is not

severely affected by the other amplifiers tuning off and has become completely stable within

about 15 ns. Again, this might require a gap of one or two bits to be left between the end of the

header and the start of the payload.

The data receiver is more sensitive to noise on the bias line when the photocurrent is high;

consequently, all simulations were performed with a DC input photocurrent of 5 µA.

This analysis does not include any effects due to power supply transients.
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Figure A-10: Enable settling behaviour of data receiver circuit
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Figure A-11: Disable settling behaviour of data receiver circuit
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A.4.5 Process variation - transient characteristics

The effects of process, offset, supply and temperature variation on the transient performance of

the circuit were checked by applying 1-bit long high-to-low and low-to-high pulses to the

circuit and measuring the eye opening in the final output of the receiver circuit.

The eye opening was defined to be the interval of time during which the signal output was valid

irrespective of whether it was a logic 0 or a logic 1. Assuming that the phase of the clock can

be adjusted, this defines the minimum bit period in conjunction with the set-up and hold time of

the latch used to retime the data.

eye opening

logic 0 valid

logic 1 valid

20%

80%

Figure A-12: Definition of eye opening

Separate bias voltages were used for each process corner but the bias voltage was not adjusted

to compensate for power supply, offset or temperature variations.

Dynamic range was checked by simulating with a photocurrent between 3.5 µA and 8 µA. Bit

periods of between 4.0 ns (250 Mbit/s) and 10 ns (100 Mbit/s) were used. Offsets of ±31 mV

corresponding to 4.7 σ values were used.

Performance was tested at supply voltages of 4.5 V and 5.0 V.

Note that the measurement of the eye opening was performed independently for the different

offset extremes. The overall eye opening obtained when the offset extremes are overlaid as in

Figure A-9 may be slightly smaller if the pulse width distortion is asymmetric for positive and

negative offsets.

Because the temperature of this system must be controlled within a fairly tight window to

ensure correct operation of the modulators, correct dynamic response at the temperature

extremes is not particularly important, although functional correctness is required to allow

testing of the optical inputs at room temperature. Note that the same bias voltage was used for
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all temperature checks; if further adjustment of the bias voltage to compensate for temperature

was permitted, somewhat better performance could be expected.

The results in Table A-3 show that for a typical process, robust operation can be expected up to

around 200 Mbit/s with performance OK over all process corners at 100 Mbit/s.
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50 degrees 0 degrees 70 degrees
cycle time 4.00 ns 5.00 ns 6.67 ns 10.00 ns 4.00 ns 5.00 ns 6.67 ns 10.00 ns 4.00 ns 5.00 ns 6.67 ns 10.00 ns

corner photocurrent
tm 3.50 µA - 2.25 OK OK - - 0.76 4.68 1.23 OK OK OK
tm 5.00 µA 1.79 OK OK OK OK OK OK OK 1.49 OK OK OK
tm 6.50 µA 1.42 2.45 OK OK OK OK OK OK 1.14 2.19 OK OK
tm 8.00 µA 1.46 2.46 OK OK OK OK OK OK 1.21 2.23 OK OK
wp 3.50 µA 1.31 2.41 OK OK - - - - 1.59 OK OK OK
wp 5.00 µA OK OK OK OK OK OK OK OK OK OK OK OK
wp 6.50 µA OK OK OK OK OK OK OK OK OK OK OK OK
wp 8.00 µA OK OK OK OK OK OK OK OK OK OK OK OK
ws 3.50 µA - 1.81 OK OK - - 3.33 OK - - OK OK
ws 5.00 µA - - 2.59 OK - 1.89 OK OK - - 2.21 OK
ws 6.50 µA - - 2.16 OK - 1.43 3.11 OK - - 1.78 OK
ws 8.00 µA - - 2.28 OK - 1.48 3.17 OK - - 1.94 OK
wz 3.50 µA - - 2.77 OK - - - - - 1.52 OK OK
wz 5.00 µA OK OK OK OK 1.58 OK OK OK OK OK OK OK
wz 6.50 µA 1.86 OK OK OK OK OK OK OK 1.58 OK OK OK
wz 8.00 µA 1.83 OK OK OK OK OK OK OK 1.58 OK OK OK
wo 3.50 µA 1.53 OK OK OK OK OK OK OK 1.18 2.35 OK OK
wo 5.00 µA 0.70 1.78 OK OK 1.51 OK OK OK - 1.50 3.17 OK
wo 6.50 µA 0.35 1.50 3.17 OK 1.21 2.21 OK OK - 1.22 2.89 OK
wo 8.00 µA 0.48 1.64 3.31 OK 1.30 2.31 OK OK - 1.37 3.04 OK

Table A-3: Eye opening under process/voltage/temperature/offset variation

OK: : eye opening > bit period / 2

  -     : no eye opening – signal not valid at this speed

x ns : eye opening in ns
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Appendix B

Detailed simulations of SPOEC clock receiver

B.1 Introduction

This appendix contains detailed simulation results for the SPOEC clock receiver circuit that are

intended to document the expected performance of the circuit. It follows the same format as

Appendix A describing the performance of the data receiver circuit.

The simulations include DC transfer characteristics, small-signal AC analyses of both the front-

end and the post-amplifier and large-signal transient simulations of the receiver. The effect of

DC offsets on the receiver is also discussed.

All simulations were performed in HSpice using BSIM3v2 transistor models with extracted

parasitic routing capacitance included. Transient and small-signal simulations used the 40/60

drain-source charge partitioning capacitance model (XPART=0).

Parameter nominal value

power supply voltage 5 V

temperature 50°C

photodiode capacitance 95 fF

input photocurrent 3.5 µA

Table B-1: Nominal parameters used in simulations
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B.2 DC transfer characteristic
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Figure B-1: Clock receiver DC transfer characteristic

Figure B-1 shows the DC transfer characteristic of the receiver. The net photocurrent is the

difference between the photocurrent in the non-inverting photodiode and the photocurrent in
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the inverting photodiode. For positive values of the net photocurrent, the photocurrent is carried

by the non-inverting photodiode whilst the photocurrent in the non-inverting photodiode is

zero, and vice versa for negative values of the net photocurrent. Thus, the graphs are an

indication of the voltage swing for a particular value of the peak photocurrent and do not

represent the differential mode DC transfer function.

Notice that the post-amplifier becomes strongly non-linear for input photocurrent swings larger

than ± 2 µA.

Also notice that, at large input currents, the front-end output voltage falls below the threshold

voltage of the post-amplifier input transistors (nominally 0.79 V) which will result in full-rail

swings at some of the internal nodes of the post-amplifier. The operation of the circuit has not

been verified in this region of operation and this may limit the dynamic range of the receiver.

B.3 Effect of offset on DC transfer characteristic
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Figure B-2: Effect of offset on DC transfer characteristic at ±2 σ and ±4.7 σ limits

The standard deviation in the offset voltage was calculated as the rms combination of the

standard deviation of the offset sources listed in Table B-2 for both the front-end and post-

amplifier giving eight offset terms in total. The current I and transconductances gmn and gmp are

both defined per branch of the differential circuit.

In the front-end, the input transistors are the pair of NMOS transistors connected to the

photodiode inputs and the load transistors are the pair of PMOS transistors providing the bias

current. Similarly, in the post-amplifier, the input transistor mismatch is the mismatch between

the two NMOS transistors and the load transistor mismatch is between the two PMOS

transistors that form the current mirror. The cascode transistor and the transistors in the source
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follower do not make a first-order contribution to the offset voltage. The threshold voltage

offset parameters were extrapolated from Figures 4-18 and 4-19 and values of AβN=2 %µm  and

AβP=3 %µm assumed. The calculated σVOFFSET is 10.3 mV; using ± 4.7σ limits to achieve the

same yield as the data receivers gives an estimated worst-case offset voltage of 48.4 mV

between the first and second stages.

description expression

input transistor VT mismatch )( TNV∆σ

load transistor VT mismatch
)( TP

mn

mp V
g

g
∆σ

input transistor current factor mismatch
)(

Nmng

I

β
β

σ Ν∆

load transistor current factor mismatch
)(

P

P

mng

I

β
βσ ∆

Table B-2: Mismatch terms in clock receiver circuit

The simulations show that offset is the primarily limit on the low-speed sensitivity of the

circuit, incurring a penalty of approximately ± 1 µA.
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B.4 Small signal analysis

B.4.1 Front-end
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Figure B-3: Front-end small-signal transimpedance and group delay as a function of bias

photocurrent

The simulation shows the typical AC transfer function of the front-end. The small-signal

transimpedance of the front-end is 76 k Ω with no common-mode photocurrent reducing to

51 kΩ with a common-mode photocurrent bias of 2.5 µA.

The 3dB bandwidths are 141 MHz and 250 MHz respectively.
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B.4.2 Post-amplifier
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Figure B-4: Post-amplifier differential and common mode voltage gain (simulated with a

common-mode photocurrent of 2.5 µA)

The post-amplifier has a nominal gain of 5.2 and a small-signal bandwidth of 622 MHz. There

is significant peaking in the response, but we shall see that this does not degrade the transient

response.

The common-mode gain is low at low-frequencies but degrades at higher frequencies. The

primary effect of this will be to degrade the immunity to high-frequency power supply noise.
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B.5 Transient response

B.5.1 Step response
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Figure B-5: Clock receiver step response: differential-mode front-end output and single-

ended post-amplifier output
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The step response gives a much better indication of the speed of operation of the circuit than

the small-signal transfer function because of the large signal effects.

Note the limiting action of the clamp in the post-amplifier output waveform which removes

some of the overshoot in the front-end signal, despite the peaking in the small-signal response

of the post-amplifier.

The circuit was designed using a capacitance model that did not accurately model distributed

RC effects in the feedback transistor; this accounts for the large front-end overshoot indicated

in the table on the slow process corner with the more accurate capacitance model. The

overshoot predicted by the original model determined the choice of compensation capacitor

(4% overshoot with 2.0 ns settling time).

front end output slow typical fast notes

rise time 1.7 ns 1.3 ns 1.1 ns 10% / 90%

fall time 1.7 ns 1.3 ns 1.2 ns 10% / 90%

overshoot 16 % 9% -

settling time 4.2  ns 1.3 ns 1.1 ns settling to within 10%

post-amplifier output

rise time 1.8 ns 1.3 ns 1.1 ns 10% / 90%

fall time 1.2 ns 1.0 ns 0.9 ns 10% / 90%

overshoot 2% 2% -

settling time 1.8 ns 1.3 ns 1.1 ns settling to within 10%

Table B-3: Step response characteristics
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B.5.2 Eye diagrams

Figure B-6: Simulated eye diagrams at 400 Mbit/s

The clean eye diagrams at 400 Mbit/s indicate that operation with a 200 MHz burst clock signal

is feasible. The simulated eye diagram at 500 Mbit/s is still open but shows some signs of

pattern-dependent jitter.
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B.5.3 Effect of offset voltage on eye diagrams

Figure B-7: Eye diagrams with ± 4.7σ offset voltages (3.5 µA peak photocurrent)

As in the data receiver, the effect of the offset voltage is to introduce pulse width distortion in

the output waveform. In the context of a clock circuit, this in turn results in a clock skew of

approximately ±300 ps between different super-pixels in the chip.

The skew is reduced at higher input photocurrents.
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B.5.4 Process variation – transient characteristics

The effects of process, offset, supply and temperature variation on the transient performance of

the clock receiver were checked by applying 1-bit long high-to-low and low-to-high pulses to

the receiver and measuring the eye opening in the final output of the circuit. This is the same

technique used for the data receiver circuit and is described in more detail in Appendix A.

Dynamic range was checked by simulating with a photocurrent between 3.5 µA and 8 µA per

photodiode. Pulse widths of  between 2 ns and 5 ns were used corresponding to clock

frequencies between 250 MHz and 100 MHz. The ±4.7 σ limits on the differential offset

voltage were used.

Table B-4 shows the eye opening at the nominal operating temperature of 50°C and worst-case

values over the full temperature range 0°C to 70°C. Satisfactory operation is achieved up to at

least 250 MHz under typical conditions; operation to 150 MHz is possible over the full process

and temperature range.

There is no indication of dynamic range problems.

50 degrees 0-70 degrees
tPULSE 2.00 ns 2.50 ns 3.33 ns 5.00 ns 2.00 ns 2.50 ns 3.33 ns 5.00 ns

corner I / µA
tm 3.50 OK OK OK OK 0.93 OK OK OK
tm 5.00 OK OK OK OK OK OK OK OK
tm 6.50 OK OK OK OK OK OK OK OK
tm 8.00 OK OK OK OK OK OK OK OK
wp 3.50 0.89 OK OK OK 0.61 1.11 OK OK
wp 5.00 OK OK OK OK OK OK OK OK
wp 6.50 OK OK OK OK OK OK OK OK
wp 8.00 OK OK OK OK OK OK OK OK
ws 3.50 - 0.96 OK OK - 0.86 OK OK
ws 5.00 0.36 1.07 OK OK - 0.95 OK OK
ws 6.50 0.31 1.14 OK OK - 1.02 OK OK
ws 8.00 0.20 1.22 OK OK - 1.09 OK OK
wz 3.50 0.71 OK OK OK 0.60 1.21 OK OK
wz 5.00 0.84 OK OK OK 0.76 OK OK OK
wz 6.50 0.87 OK OK OK 0.78 OK OK OK
wz 8.00 0.89 OK OK OK 0.79 OK OK OK
wo 3.50 0.99 OK OK OK 0.96 OK OK OK
wo 5.00 OK OK OK OK OK OK OK OK
wo 6.50 OK OK OK OK OK OK OK OK
wo 8.00 OK OK OK OK OK OK OK OK

Table B-4: Pulse-width checks on clock receiver at nominal temperature and over full

temperature range

OK: : eye opening > bit period / 2
  -     : no eye opening – signal not valid at this speed
x ns : eye opening in ns
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